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Implementation of Cloud Computing into VoIP 
 

Floriana GEREA 

Economic Informatics Department, Academy of Economic Studies, Bucharest, Romania 

floriana.gerea@gmail.com 

 

This article defines Cloud Computing and highlights key concepts, the benefits of using 

virtualization, its weaknesses and ways of combining it with classical VoIP technologies 

applied to large scale businesses.  

The analysis takes into consideration management strategies and resources for better 

customer orientation and risk management all for sustaining the Service Level Agreement 

(SLA). An important issue in cloud computing can be security and for this reason there are 

several security solution presented. 

Keywords: Cloud computing, VoIP, Data virtualization, DoS 

 

Introduction 

Present article focuses on the 

importance of virtualization in VoIP 

technologies and how the virtualization 

can improve the VoIP communication 

technologies extending this article’s 

conclusions. 

Progress of research efforts in a new 

technology is contingent on having a 

rigorous organization of its knowledge 

domain and a comprehensive 

understanding of all the relevant 

components of this technology and their 

relationships.  

The National Institute of Standards and 

Technology (NIST) defines cloud 

computing as a model for convenient, on-

demand network access to computing 

resources such as networks, servers, 

storage, applications, and services that 

can be quickly deployed and released 

with very little management by the cloud-

provider [4]. 

Cloud computing is an emerging 

technology from which many different 

industries and individuals can greatly 

benefit. Cloud computing services 

certainly have the potential to benefit 

both providers and users. However, in 

order for cloud computing to be practical 

and reliable, many existing issues must 

be resolved. 

The use of cloud computing is 

particularly appreciated to users because 

it is rather inexpensive and it is very 

convenient. Users can access data or use 

applications with only a personal computer 

and internet access. 

Over the years virtualization had an 

important role in developing IT projects. 

However which are the virtualization 

concepts, when can we use it and are there 

any risks that can appear in such 

implementation? These questions will be 

answered in the following paragraphs. 

Also challenges in architectural design and 

security represent the main task that should 

be analyzed in implementing Cloud 

architecture for VoIP. 

 

2. Architectural Cloud Computing 

Cloud computing is quickly becoming one 

of the most popular new idea that will 

supposedly reshape the information 

technology (IT) services landscape. 

According to The Economist in a 2008 

article, it will have huge impacts on the 

information technology industry, and also 

profoundly change the way people use 

computers [2]. What exactly is cloud 

computing then, and how will it have such a 

big impact on people and the companies 

they work for? In order to define cloud 

computing, it is first necessary to explain 

what is referenced by the phrase “The 

Cloud”. 

Cloud computing is in many ways a 

conglomerate of several different computing 

technologies and concepts like grid 

computing, virtualization, Service oriented 

1 
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Architecture (SOA) [3], peer-to-peer 

(P2P) computing [2]. 

To begin understanding cloud computing, 

it is necessary to examine it in abstraction 

layers. 

Figure 2 illustrates the five layers that 

constitute cloud computing [4]. A 

particular layer is classified above 

another if that layer’s services can be 

composed of services provided by the 

layer beneath it. 

The bottom layer is the physical 

hardware, namely the cloud-provider 

owned servers and switches that serve as 

the cloud’s backbone. The next layer 

consists of the cloud’s software kernel. 

This layer acts as a bridge between the 

data processing performed in the cloud’s 

hardware layer and the software 

infrastructure layer which operates the 

hardware. 

The abstraction layer above the software 

kernel is called software infrastructure. 

This layer renders basic network 

resources to the two layers above it in 

order to facilitate new cloud software 

environments and applications that can be 

delivered to end-users in the form of IT 

services. 

The services offered in the software 

infrastructure layer can be separated into 

three different subcategories: 

computational resources, data storage, 

and communication. [5] 

Several current examples of clouds that 

offer flexible amounts of computational 

resources to its customers include the 

Amazon Elastic Compute Cloud (EC2) 

[9], Enomaly’s Elastic Computing 

Platform (ECP) [10], and RESERVOIR 

architecture [6]. Computational 

resources, also called Infrastructure as a 

Service (IaaS), are available to cloud 

customers in the form of virtual machines 

(VMs). Voice over Internet Protocol 

(VoIP) telephones, instant messaging, 

and audio and video conferencing are all 

possible services which could be offered 

by CaaS in the future. 

 

All of three software infrastructure 

subcomponents, cloud-customers can rent 

virtual server time (and thus their storage 

space and processing power) to host web 

and online gaming servers, to store data, or 

to provide any other service that the 

customer desires. 

 

 
Fig. 1. Cloud computing [5] 

 

When developers design their cloud 

software for a specific cloud environment, 

their applications are able to utilize dynamic 

scaling and load balancing as well as easily 

have access to other services provided by 

the cloud software environment provider 

like authentication and email. This makes 

designing a cloud application a much easier, 

faster, and more manageable task. There are 

several Virtual Infrastructure Managements 

in IaaS, such as CLEVER [25], Open-QRM 

[8], OpenNebula [6], and Nimbus [9]. 

Cloud management provides remote and 

secure interfaces for creating, controlling, 

and monitoring virtualized sources on an 

infrastructure-as-a-service cloud. VI 

management provides primitives to schedule 

and manage VMs across multiple physical 

hosts. VM managers provide simple 

primitives (start, stop, suspend) to manage 

VMs on a single host. 
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Fig. 2. The five abstraction layers of cloud 

computing [5] 

 

3  Benefits from Cloud Computing 

 Access to Services that are otherwise 

unavailable. In some circumstances, a 

service-provider may offer a new or 

exclusive capability - although this is 

likely to be the case only during a 

limited period of time, since most 

such services are, at least in principle, 

compatible. A more common 

situation is that some organizational 

users, and especially many individual 

users, may be technically or 

financially incapable of establishing 

and running a particular service for 

themselves 

 Access to Services from multiple 

desktop devices. Each user, whether 

within an organization or acting as an 

individual, is likely to use multiple 

desktop devices, in various locations, 

including at home, at work, at clients' 

sites, in airport lounges, in Internet 

cafes, etc. By using authoritative data 

running on a remote device, the user 

reduces device-dependence in 

exchange for increased network-

access dependence. In many 

circumstances, the trade-off may be 

advantageous 

 Access to Services from scaled-down 

devices. A service may perform the vast 

majority of the function server-side, 

enabling the client to be run on a device 

with very limited capacity. This opens 

up scope for long-promised but little-

used 'thin clients', but the primary 

devices used are more likely to be 

various forms of handheld computers, 

and mobile phones. This depends, 

however, on the service being designed 

with this aim in mind 

 Access to Services from multiple device-

types. Each user, whether within an 

organization or acting as an individual, 

is likely to use multiple kinds of devices, 

including desktop PCs, portable PCs, 

various forms of handheld computers, 

and mobile phones. A suitably-designed 

service may be able to support 

convenient access to data and 

applications on any and each of these 

device-types, through a variety of user-

interfaces  

Other Technical Benefits 

 Professionalized backup and recovery. A 

service may be designed to provide 

assured backup of data and software, and 

assured, simple, efficient recovery. This 

is because these are core capabilities of a 

service provider, and that organization is 

likely to be more professional, attentive 

and disciplined than many user 

organizations and particularly individual 

users. Backup and recovery services can 

be provided whether the primary 

operational service is run on the user's 

own network, outsourced, or delegated 

to the cloud. 

 Scalability. Where the transaction and/or 

data-volumes vary significantly over 

time, a service may offer assured server-

capacity, storage-capacity, and access to 

the requisite application software. This 

may apply in a long-term growth curve 

(or indeed a tailing-off, as occurs with 

many legacy systems), and in contexts 

that involve highly-peaked demand, 

associated with daily, weekly, monthly, 

annual or even longer cycles, and with 

events 



6             Implementation of Cloud Computing into VoIP 

 

 

 Collaboration convenience. 

Collaborative content (including 

documents and other data which are 

co-owned and co-maintained) is 

inherently accessible and amendable 

by multiple authors. There are 

advantages in hosting a service such 

as a Wiki remotely from each of the 

participants. There may be advantages 

in the remote host being flexible rather 

than fixed 

 Copyright convenience. The service-

provider can assume responsibility for 

all aspects of acquisition, maintenance 

and licensing of software and of data  

Few of the potential benefits arise solely 

from the incremental difference between 

cloud computing and its predecessors, 

and hence rational users need to consider 

whether cloud computing or some more 

conventional form of outsourcing, or 

indeed insourcing, is appropriate to their 

needs. Moreover, none of the benefits 

arise automatically, but rather are 

contingent on correspondence between 

the user's needs, on the one hand, and the 

service-provider's capabilities, terms of 

service and pricing, on the other. 

Despite the technical benefits, it appears 

that service-providers perceive the 

primary driver for adoption as being cost-

savings. A secondary driver may be 

convenience to business divisions arising 

from the ability to by-pass internal IT 

departments and contract directly for 

services. If this transpires to be the case, 

then the cautious risk assessment 

conventionally undertaken by IT 

departments will also be by-passed. It is 

therefore particularly important for senior 

executives to appreciate the downsides of 

cloud computing that are analyzed in the 

following sections. Technical factors are 

identified first, then business risks. 

Despite all the benefits, there some 

security issues that are going to be 

discussed in the following part. 

 

4 VoIP Cloud Computing vs. 

Traditional VoIP 

In the traditional VoIP technology because 

the information is on a single server several 

problems can appear regarding data 

availability and integrity, security and in 

order to resolve these, money is spend on 

hosting software, applications and people 

with the requisite expertise. On the other 

hand Cloud Computing is less expensive 

because of its financial benefits. 

Assuming that the hardware equipments can 

encounter several malfunctions, in a time 

when the services’ quality is extremely 

important, the information needs to be 

available in real time. The traditional 

approach is to invest in a large number of 

equipments in order to avoid the loss of call 

and provide a correct functionality of the 

telephony service. However, these long term 

investments may be justified but at a closer 

analysis we can find that those equipments 

are not using all their resources. There has 

been statistically proven that most of the 

servers’ hardware will never be fully used 

and as time passes they will be replaced due 

to moral and physical degrading.  

Cloud computing can solve all these aspects. 

Organizations can avoid large investments 

in equipments and software by using a much 

smaller number of resources for one 

solution.  

In this way investments can be made in 

fewer equipments with larger resources that 

are wiser employed, by creating a large 

number of virtual nods on one physical 

machine. By monitoring and controlling 

performance, organizations can easily 

decide which resources can be allocated on 

different services.  

The reduction of operational costs 

In cloud computing the organizations or the 

individual user are able to pay for only the 

services they need, avoiding the excess of 

employed resources that is involved in the 

traditional method.  

Economy can be made, provided the service 

provider has an well-organized plan. In this 

way cloud computing has significant 

economical advantages comparing to the 

traditional method.  
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We also must mention the personnel 

costs that in the traditional method 

implies, because it requires a large 

number of people to mange resources, 

allocated in different geographical areas. 

Also, every new installation needs to be 

fully made, and this translates in large 

installation time for every new server. In 

cloud computing these aspects can be 

solved in a reduced amount of time, the 

installation of services taking very little. 

It is done by cloning other virtual nodes, 

so all the software and application 

installation is done only once and then all 

the new software is installed by cloning. 

In this way a large number of identical 

servers can be created within minutes, 

without the need to separately install each 

necessary application.  

Cloud computing reduces human error to 

a minimum, due to the fact that there is 

no need to process the same information 

every time. It is enough to have only one 

correct virtual machine, that has been 

tested, all the other being replicas of the 

first.  

 Migrating services from one 

geographical area to another, from one 

machine to another, transferring from 

one solution to another 

The classical method required for each 

modification to restart all the installation 

procedures, which involved time spent 

and large costs. Cloud computing has the 

extraordinary benefit of easily moving 

information from one machine to another 

and between servers, without taking into 

account the geographical distance. It is 

possible for a virtual machine to have a 

node in Bucharest and to move that 

service within minutes on another server 

in Brasov, without damages or problems. 

Within minutes servers can be moved 

from one location to another, from one 

country to another, while keeping the 

service functional even while migrating.  

This option did not exist in the traditional 

method. Using this method implied that 

the service would not be functional for at 

least several days, and that the physical 

movement of the server from one location to 

another was needed as well as a list of 

modifications that are necessary for any 

physical movement.  

 

5 The levels that can attack a VoIP 

infrastructure  
Denial-of-Service or VoIP Service 

Disruption. Denial-of-service (DoS) attacks 

can affect any IP-based network service. 

The impact of a DoS attack can range from 

mild service degradation to complete loss of 

service. There are several classes of DoS 

attacks. One type of attack in which packets 

can simply be flooded into or at the target 

network from multiple external sources is 

called a distributed denial-of-service 

(DDoS) attack.[3] DoS attacks are difficult 

to defend against, and because VoIP is just 

another IP network service, it is just as 

susceptible to DoS attack as any other IP 

network services. Additionally, DoS attacks 

are particularly effective against services 

such as VoIP and other real-time services, 

because these services are most sensitive to 

adverse network status. Viruses and worms 

are included in this category as they often 

cause DoS or DDoS due to the increased 

network traffic that they generate as part of 

their efforts to replicate and propagate.[9] 

ARP Spoofing 

ARP is a fundamental Ethernet protocol [3]. 

Perhaps for this reason, manipulation of 

ARP packets is a potent and frequent attack 

mechanism on VoIP networks. Most 

network administrators assume that 

deploying a fully switched network to the 

desktop prevents the ability of network users 

to sniff network traffic and potentially 

capture sensitive information traversing the 

network. Unfortunately, several techniques 

and tools exist that allow any user to sniff 

traffic on a switched network because ARP 

has no provision for authenticating queries 

or query replies [4]. 

Additionally, because ARP is a stateless 

protocol, most operating systems (Solaris is 

an exception) update their cache when 

receiving ARP reply, regardless of whether 

they have sent out an actual request. 
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H.323-Specific Attacks 

The only existing vulnerabilities that we 

are aware of at this time take advantage 

of ASN.1 parsing defects in the first 

phase of H.225 data exchange. More 

vulnerability can be expected for several 

reasons: the large number of differing 

vendor implementations, the complex 

nature of this collection of protocols, 

problems with the various 

implementations of ASN.1/PER 

encoding/decoding, and the fact that these 

protocols —alone and in concert — have 

not endured the same level of scrutiny 

that other, more common protocols have 

been subjected to. For example, we have 

unpublished data that shows that flooding 

a gateway or media server with GRQ 

request packets (RAS registration request 

packets) results in a DoS against certain 

vendor gateway implementations—

basically the phones deregister [9]. 

SIP-Specific Attacks 

Multiple vendors have confirmed 

vulnerabilities in their respective SIP 

(Session Initiation Protocol) 

implementations [3].The vulnerabilities 

have been identified in the INVITE 

message used by two SIP endpoints 

during the initial call setup. The impact of 

successful exploitation of the 

vulnerabilities has not been disclosed but 

potentially could result in a compromise 

of a vulnerable device. In addition, many 

recent examples of SIP Denial of Service 

attacks have been reported. 

Recent issues that affect Cisco SIP Proxy 

Server (SPS) demonstrate the problems 

SIP implementers may experience due to 

the highly modular architecture or this 

protocol. The SSL implementation in 

SPS (used to secure SIP sessions) is 

vulnerable to an ASN.1 BER decoding 

error similar to the one described for 

H.323 and other protocols. This example 

illustrates a general concern with SIP: As 

the SIP protocol links existing protocols 

and services together, all the classic 

vulnerabilities in services such as SSL, 

HTTP, and SMTP may resurface in the 

VOIP environment.  

Policies and Processes  

Encryption 

All VoIP systems should use a form of 

Media (RTP channel) Encryption in order to 

avoid the sniffing of VoIP data. All 

communications between network elements 

should be encrypted. Complete end-to-end 

IP voice encryption is recommended to 

mitigate the threat of eavesdropping 

attempts. Additionally, all administrative 

access to critical server and network 

components must use encrypted protocols 

such as SSL and/or SSH [5]. All access to 

remote administrative functions should be 

restricted to connections to the switch itself 

or to a designated management PC [9]. 

Physical Security 

Physical security is an essential part of any 

security plan [6]. Physical security refers to 

the protection of building sites and 

equipment (and all other information and 

software contained therein) from theft, 

intrusion, vandalism, natural disaster, man-

made catastrophes, and accidental damage 

(e.g., from electrical surges, extreme 

temperatures, and spilled coffee). It requires 

suitable emergency preparedness, reliable 

power supplies, adequate climate control, 

and appropriate protection from intruders.  

Safeguards can be broken down into two 

categories: human and environmental. 

Human safeguard recommendations are: 

- Console access should be restricted or 

eliminated. 

- Logon, boot loader, and other passwords 

must be a minimum of eight characters 

including at least one each of alpha, 

numeric, and ctl characters. 

- VoIP components must be located in a 

secure location that is locked and restricted 

to authorized personnel only. 

- Access to these components, wiring, 

displays, and networks must be controlled 

by rules of least privilege. 

- System configurations (i.e., hardware, 

wiring, displays, networks) must be 

documented. Installations and changes to 

those physical configurations must be 
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governed by a formal change 

management process. 

- A system of monitoring and auditing 

physical access to VoIP components, 

wiring, displays, and networks must be 

implemented (e.g., badges, cameras, 

access logs). From the point at which an 

employee enters the building, it is 

recommended that there be a digital 

record of their presence. 

- The server room should be arranged in a 

way that people outside the room cannot 

see the keyboard (thus seeing 

users/admin passwords). 

- Any unused modems must be 

disabled/removed. 

- No password evidence (notes, sticky 

notes, etc.) is allowed around the system. 

- The CPU case should be locked and the 

key must be accounted for and protected. 

A backup key should be made and kept 

securely offsite (e.g., in a safety deposit 

box). 

- USB, CD-ROM, monitor port, and 

floppy disks drives should be removed, 

disabled, or glued shut. 

- Adequate temperature and humidity 

controls must be implemented to avoid 

equipment damage. 

- Adequate surge protectors and UPS 

must be implemented, maintained, and 

tested. 

- Cleaning and maintenance people 

should be prohibited from the area 

surrounding 

any electronics. 

- Food, drink, or smoking is prohibited in 

the same areas. 

IP-PBX equipment must be located in a 

locked room with limited access. This 

type of access must be provided as a user 

authentication system with either a key-

card or biometric device. The use of a 

keypad alone to gain access is not 

permitted. All methods of gaining entry 

into the room must provide for a list of 

users that have accessed the room along 

with a date/time-stamp [6]. 

 

6 Security for the VoIP Infrastructure 
One example of how to configure a secure 

an system cloud for VoIP is the creation of a 

network demilitarized zone (DMZ) on a 

single host. 

In this example, three virtual machines are 

configured to create a virtual DMZ on 

Standard Switch 1: Virtual Machine 1, 2,3 

and 4 run Web server and are connected to 

virtual adapters through standard switches.  

These virtual machines are multi homed. 

The Machine 5 and 6 runs an Asterisk 

server. The conduit between these elements 

is Standard Switch 2, which connects the 

firewalls with the servers. This switch has 

no direct connection with any elements 

outside. From an operational viewpoint, 

external traffic from the Internet enters 

Virtual Machine 1 through Hardware 

Network Adapter 1 (routed by Standard 

Switch 1) and is verified by the firewall 

installed on this machine. If the firewall 

authorizes the traffic, it is routed to the 

standard switch in the DMZ, Standard 

Switch 2. Because the Web server and 

application server are also connected to this 

switch, they can serve external requests. 

Standard Switch 2 is also connected to 

Virtual Machine 4 and Virtual Machine 5. 

This virtual machine provides a firewall 

between the DMZ and the internal corporate 

network.  

This firewall filters packets from the Web 

server and application server. If a packet is 

verified, it is routed to Hardware Network 

Adapter 2 through Standard Switch 3. 

Hardware Network Adapter 2 is connected 

to the internal corporate network. This 

network could be used for virus propagation 

or targeted for other types of attacks. The 

security of the virtual machines in the DMZ 

is equivalent to separate physical machines 

connected to the same network. 
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Fig. 3. Architecture VoIP 

 

VoIP is a highly critical data application 

and as such, is subject to all the policies 

detailed in other data security policy 

sections (this assumes that the VoIP 

Security Policy module is part of a larger 

set of security policy modules).  

Because in the cloud-based computing 

environment, the employees can easily 

access, falsify and divulge the data. 

Sometime such behaviour is a disaster for 

a big and famous company. 

Some service providers develop some 

technical method aimed to avoid the 

security treats from the interior. For 

instance, some providers limit the 

authority to access and manage the 

hardware, monitor the procedures, and 

minimize the number of staff who has 

privilege to access the vital parts of the 

infrastructure. However, at the provider 

backend, the administrator can also 

access the customer’s VM-machine. 

Security within cloud computing is an 

especially worrisome issue because of the 

fact that the devices used to provide 

services do not belong to the users 

themselves. The users have no control of, 

nor any knowledge of, what could happen 

to their data. This, however, is becoming 

increasingly challenging because as 

security developments are made, there 

always seems to be someone to figure out 

a way to disable the security and take 

advantage of user information. 

Traditional telephony, based on dedicated 

transmission lines, used over the last 

decades, has found through VoIP an 

important competitor, mainly because of 

the technology differences between them. 

In traditional telephony, through the 

switch-circuit system (circuit commuting), a 

communication channel between the two 

correspondents is assured. This channel 

(physic electric circuit obtained by cables 

and electronic circuits) must be assured 

before the communication starts. During the 

conversation the channel must be used only 

by the same initial correspondents, being a 

channel dedicated to communication. At the 

end of the conversation, this channel must 

be cancelled. This system was later 

improved by multiplexing of more channels 

on the same physic conductor, but each of 

these channels is dedicated only to one call 

at a certain time. In telecommunication, 

circuit commuting represents o routing 

method of the transmission between two 

correspondents, through one or more 

commuting centres. Between these two 

correspondents a continuous electronic 

connection is established, which will have 

the audio signal. The total of these 

telephonic central systems and of the 

connections that forms between them is 

called public network of commuting 

telephony (PSTN: Public Switched 

Telephone Network).  

Improved functionality: another important 

advantage is that of a improved functionality 

as compared to classic telephony. Some of 

the functionalities offered by VoIP are 

difficult or even impossible to accomplish in 

the classic telephony. Among these, there is 

the possibility to use an IP telephone 

wherever there is a connexion to Internet. 

This creates the possibility that the "fix" 

telephone be taken in travelling, having the 

call number everywhere. The most 

important beneficiaries of this facility are 

the Call Centre agencies, that use VoIP 

ClusterBD Web Server1 

WebServer3 

web 

Web Server2 

 

Web Server4 

web 

Asterisk5 

Asterisk6 

VoIP APPS 

Application 

program 
internet 
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telephony in foreign countries due to the 

reduced costs with cheaper work force.  

 

7  Conclusion  
By innovation and a perfectible degree of 

security, VoIP industry is consolidating is 

market place, frightening to be able soon 

to take the place of conventional 

solutions (expensive, insecure and 

inflexible).  

Cloud computing allows to create 

inexpensive systems, with little upfront 

costs and to be scaled to massive sizes, 

when needed. In many cases the best 

VOIP solution is to use cloud computing 

and replace the classical solution. The 

advantages can be defined both by the 

providers, which are motivated by the 

future profits that can arise due to the 

lower costs that the classical technology, 

as well as the users who have the 

possibility of reducing or eliminating the 

telephony service costs.  
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Along with the development of information technology, Business Intelligence plays an 

important role in banking operation process. Business Intelligence in banking sector is a 

method of storing and presenting key bank business data so that any key user can quickly and 

easily ask questions of accurate and timely data. The growing competition and increased 

speed of business changes has dramatically shown the need for business intelligence in 

banking sector. In this paper, we analyze the business intelligence components, how they fit 

the banking sector and how they can be secured to match the framework of the whole banking 

information system. Having the decision process analyzed in the banking field, we propose an 

architectural model to sustain the decision and integrate easily in the complex banking 

environment. 

Keywords: Business Intelligence, Decision, Data Warehouse, Architecture, Banking 

Accelerator 

 

Introduction 

The world wide emergence of information 

revolution impacts every type of business 

and industry, and particularly, the banking 

industry. The value of needed piece of 

information increases with the square root 

of the number of users who can access that 

information, multiplied by the number of 

business areas in which users act. Inspite 

the huge amount of information stored 

inside banking information systems about 

customers and their transactions, the banks 

can rarely exploit its full potential in 

leveraging of tactical and strategic decision 

making [6]. Striving for a success, banks 

are trying to find means for efficient 

analysis of these data. Implementation of 

BI systems in banking begins with 

collection, enhancement, and purification 

of the daily legacy data from internal and 

external sources, including third party 

organizations. Availability of “enhanced” 

data in real time helps banks recognize and 

take benefit from new possibilities to 

strengthen customer relations, attract new 

prospects, and adapt to growth. BI 

effectively couples business strategies with 

information technologies leveraging on the 

existing IT infrastructure and skills [5]. 

 

2 Banking Intelligence Overview 

Industry experts are in agreement that 

today’s banking industry enjoys a highly 

dynamic environment – with mergers, 

acquisitions, divestitures, outsourcing 

initiatives, and branches closing and 

reopening – characterized by a fast-

changing set of business, regulatory, and 

IT requirements. It is imperative for banks 

to gain market share while increasing 

operational efficiency. An interesting view 

from Forrester Research is that on the IT 

side, existing banking platforms can be 

compared with baroque castles. These 

ancient constructs are not up to the quality, 

cost and time-to-delivery requirements of 

modern banks. 

The definition we agreed for the Banking 

Intelligence was the ability of a banking 

organization to comprehend and use 

information in order to increase its key 

performance indicators. Banking 

Intelligence comprises of a number of 

activities, procedures and applications, 

some of mostly used are: Data 

Warehousing, Data Marts, OLAP tools, 

tools for Extraction, Transformation, and 

Loading (ETL) of data, Information 

Portals, Data Mining, Business Modeling, 

etc. In this paper, we briefly describe three, 

1 
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most commonly adopted technologies: 

Data Warehousing, Analytical processing, 

and Data Mining [9]. The banking sector 

has constantly been pushed by demands for 

new and innovative products and by 

regulatory requirements. Undergoing 

processes of a bank influenced by 

economy actions happening around the 

globe have inevitable made bank’s 

information systems highly heterogeneous, 

with disintegrated applications, 

overlapping sets of data, and disperse 

points (in location and time) of data 

collection and processing. The idea to 

collect and unify the data form disparate 

sources has led to the concept of Data 

Warehousing. Data Warehouse filled with 

complete and purified (cleansed and 

enhanced) data is a prerequisite for the task 

of transforming information into 

knowledge. On-Line Analytical Processing 

and Data Mining are common methods for 

retrieving hidden knowledge from the data 

stored in a Data Warehouse. To picture the 

aforementioned Banking Intelligence 

components and emphasis how they fit into 

the whole banking system architecture, we 

illustrate figure 1, below, briefly resuming 

the main BI components and how the data 

flows between them, providing desidered 

output. 

 

 
Fig. 1. Banking Intelligence architecture [3].  

 

The picture depicts the core of the system 

comprised as a centralized data warehouse, 

allowing the end user to perform 

predictive, multidimensional analysis, over 

millions of transactions from customers of 

a bank agency. Also we have identified 

two innovative preprocessing 

methodologies, based on data mining 

techniques, which are exploited in the 

banking sector to populate the warehouse. 

These are highly effective at dealing with 

schema reconciliation and duplicate 

detection issues and, hence, assure a 

reliable integration and consolidation of 

heterogeneous bank data into a unique 

archive. 

On-line Analytical Processing (OLAP) 

enables manipulation and analysis of large 

amount of data, comparison of different 

types of data, complex computations and, 

most importantly, an intuitive graphical 

user interface (GUI) for presentation of 

results in various perspectives including 

drill-up and drill-down capabilities. OLAP 

tools are essential component of today's BI 

systems [5]. Data Mining is founded on 

algorithms for detection of unknown and 

unexpected patterns in large sets of data, 
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clustering and segmenting of data and 

finding dependencies between 

multidimensional variables. The results of 

Data Mining analysis are presented 

graphically with the dominant and 

unexpected behavioral patterns enhanced. 

Applications for Data Warehousing, On-

line Analytical Processing, and Data 

Mining are being widely adopted in 

modern banks to provide timely answers to 

many questions which previously required 

costly and lengthy programming and batch 

processing [7]. 

Systems of a Banking Intelligence 

standard, combine data from internal 

information systems of a bank and they 

integrate data coming from the 

environment e.g. statistics, financial and 

investment portals and miscellaneous 

databases. They are meant to provide 

adequate and reliable up-to-date 

information on different aspects of 

enterprise activities, having as final goal 

supporting decision in real time. The 

structure of such system consists of the 

following modules: 

• tools to extract and transfer data – 

they are mainly responsible for data 

transfer from transactional systems and 

Internet to data warehouses; 

• data warehouses – they provide 

room for thematic storing of aggregated 

and already analyzed data; 

• analytic tools (OLAP) – they let 

users access, analyze and model business 

problems and share information stored in 

data warehouses; 

• tools for reporting and ad hoc 

inquiring – they enable creation and usage 

of different synthetic reports; 

• presentation layer – applications 

including graphic and multimedia 

interfaces whose task is to provide users 

with information in a comfortable and 

accessible form 

 

3 Banking Intelligence key role in 

decision process 
Business Intelligence is currently one of 

the fastest developing directions in 

information technology. Nowadays BI 

systems are connected with CRM systems 

(Customer Relationships Management) 

and ERP (Enterprise Resource Planning) to 

provide an enterprise with a huge 

competitive advantage[2]. Banking 

executives are focused on results. They 

need to know the bank's customers in great 

depth so as to sell the right product to the 

right customer for the right reasons and 

also manage risk and comply with 

changing requirements. All these 

challenges lead to the introduction of 

banking intelligence, which refers to 

technologies, applications and practices for 

the collection, integration, analysis, and 

presentation of business information and 

also sometimes to the information itself. 

Banking intelligence can provide 

historical, current, and predictive views of 

banking operations, most often using data 

that has been gathered into a data 

warehouse or a data mart. Main tasks that 

are to be faced by the Banking Intelligence 

systems include intelligent exploration, 

integration, aggregation and a 

multidimensional analysis of data 

originating from various information 

resources [8].  

Based on our experience we could analyze 

and summarize main characteristics that a 

business intelligence application should 

meet in order to serve the decision support, 

its ultimate goal: 

- To have a clear architecture. The BI 

solution employs the prevalent data 

warehouse concept. Data are collected into 

the data warehouse first, and then 

transferred into a specially designed data 

mart. Many banks have their own data 

warehouse. Aside of those, various data 

marts can be built for various purposes. 

The Banking Intelligence solution aims to 

adapting the existed warehouse and can be 

quickly deployed using this architecture. 

- To be subject oriented. Based on 

our experience of banking industry, 

especially on the domestic market, we 

summarize an overall subject library. 

Those subjects are organized as main topic, 
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sub-topic, etc. The bank decidents, as their 

need, can select any subject they are 

interested in. The subject oriented manner 

makes the banking intelligence 

implementation unambiguous and cost 

effective. 

- Prove timely response. This benefit 

inherits from the OLAP technology. Other 

than the off-line analysis and report, 

banking intelligence can trace the ongoing 

changes and provide valuable information 

by timely response. 

The design of the data mart plays a key 

role in the process of decision making. In 

particular, the identification of its 

dimensions actually determines the 

capability of the overall decision support 

system to answer meaningful business 

queries [4]. However, many difficulties 

arise while constructing the foresaid 

warehouse. More specifically, these divide 

into syntactic and semantic issues. We 

could distinguish this involves two major 

problems, namely schema reconciliation 

and data reconciliation. In our banking 

intelligence scenario, the requirement for 

schema reconciliation mainly follows from 

the textual format of the personal 

information concerning both debtors and 

creditors. This information may not be 

uniformly formatted and, hence, its 

constituting records may apparently 

conform to different schemas. Indeed, the 

order of appearance of personal 

information attributes across the individual 

lines of text may not be fixed. In addition, 

their recognition is further complicated by 

the absence of both a canonical encoding 

format and of suitable field separators, 

which is mainly due to erroneous 

dataentry, misspelled terms, transposition 

oversights, inconsistent data collection and 

so forth. Also, distinct records may lack 

different attribute values, which makes 

them appear with a variable structure. Yet, 

the collection of personal information may 

be fragmented over disparate data sources, 

which further exacerbates the 

aforementioned difficulties. 

 

4 Banking Intelligence Accelerator 

Model 

Industry trends indicate that increasing 

competition in the financial industry is 

driving financial institutions to seek a 

customer - centric view of their business, 

in order to better understand their 

customers, deepen the business 

relationship with them, up-sell more 

products, and reduce turnover. In addition, 

consolidation and acquisitions within the 

financial industry are placing increased 

pressure on the ability of financial 

institutions to achieve that single view of 

the client, maintain consistent and reliable 

data quality, and control their exposure to 

regulatory and compliance risk. 

What we propose in this paper is an 

accelerator that enables financial 

institutions to adopt a customer-centric 

view of performance by consolidating 

customer information across all lines of 

business. This accelerator solution 

incorporates each component of the 

transformation process to a customer-

centric view. At its core, the accelerator is 

based on a time-tested Banking Data 

Model coupled with tools that help 

populate the model with the institution’s 

data. With this foundation in place, 

financial institutions would be able to 

leverage advanced analytics, predictive 

modeling, pre-built dashboards, and 

custom reports, to allow management at 

the branch, line of business, call center and 

enterprise levels to visualize performance 

and monitor customer behavior, thereby 

helping to improve and expand customer 

relationships. 

To illustrate the Banking accelerator 

proposed solution we have put together 

figure 2, which shows a high components 

overview of proposed model. 
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Fig. 2. Banking Intelligence Accelerator Model. 

 

Implementing Banking accelerator 

solution, will transform the way Bank 

organizations run their business by 

providing them with pre-configured 

business products and ready-to-use 

transaction sets. With model proposed, 

banks can get a head start in core Banking 

deployment and based on a 

parameterization capability, banks can 

launch products quickly, and gain edge 

over competition and thereby significantly 

reduce the deployment risks, efforts and 

timeframe. The enterprise integration 

accelerators allow banks to easily migrate 

from their legacy core banking 

applications and in turn support them in 

their transformation initiatives. With 

reduction in deployment time, banks can 

focus on their growth objectives and 

deliver innovative products and services to 

customers. 

Banks can leverage the proposed 

accelerator model to quickly expand into 

new customer segments and/or 

geographies. Using an open architecture, 

the model, could offer the option of 

implementing modules based on business 

relevance and should also allow the banks 

to leverage their current IT investments 

with its ability to co-exist with any third 

party application. 

Such model can be built on new-generation 

technology platforms and should be 

capable of addressing multi-entity, multi-

currency, multi-lingual, requirements. The 

Banking Intelligence Accelerator model 

can provide complete scalability and 

adaptability to rapidly growing and 

changing businesses like the banking one. 

It can be presented with a complete range 

of independent business modules, which 

operate within an integrated framework. 

This would allow the bank or financial 

institution to choose the module set that is 

relevant to their business paradigm and 

also allow the institution to decide on the 

sequencing the roll out of specific business 

areas during implementation. 

 

5 Example of Banking Intelligence 

Accelerator Architecture 

With the above model specification in 

mind we can propose an example of 

architecture that is based on the n-tier 

principles. High performance is ensured by 

basing the product on an N-tier 
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architecture, using messaging, by 

developing the middleware (glue binding 

the various tiers) as highly optimized & 

tuned in-memory processes. Each of the 

tiers performs a well defined function, thus 

allowing for a clear separation on 

processing. Each tier is independently 

scalable and designed to utilize the 

underlying multi-threading design and 

multi-processor hardware capability. 

Having its architecture based on open-

source components, it can be implemented 

and integrated in any banking environment 

regardless the hosting platforms. This 

advantage provides the banks with the 

ability to undertake major growth 

initiatives without being restricted by the 

application’s inability to support those 

initiatives due to compatibility restrictions. 

An illustrated example of such architecture 

that can consist in an implemented solution 

which should match the N-tier architecture 

and the model we propose, is shown in 

figure 3. 

 

 
Fig. 3 Example of Banking Intelligence Accelerator architecture [10]. 

 

Reviewing this architecture, the system can 

consist of an user interface, preferably 

light-weight in nature (available on the 

web) and based on JavaScript and XML 

technologies. The communication between 

the browser and the web server can be 

using XML. The rendering is done on the 

client using XSLT for rendering as HTML. 

This allows for reduced infrastructure 

requirements due to following two most 

encountered restrictions: the bandwidth 

between the client and server is low and 

usually security policies might restrict a 

dedicated session with the database. The 

user interface should be configurable, 

while the screen can be easily adapted to 

different languages. Last, but not least, 

having in mind the Banking Intelligence 

Accelerator architecture is proposed for the 

banking sector, the user interface should 

meet the accessibility requirements for the 

teller (retail banking) screens and mobile 

devices. 

The lower tier, we envisioned for the 

purpose of this paper, is the process tier, 

which should provide the ability for 

processes to be developed around the 

natively provided application. For 

example, can be defined processes using 

Oracle BPEL Process Manager and 
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integrate the same into the application‘s 

user interface framework. When deployed 

in a process centric model, the Banking 

Intelligence Accelerator provides a task-

based user interface. By default, task based 

user interface is offered for the branch 

platform. The banking Intelligence 

accelerator interfaces with the Process 

Manager API‘s for viewing and managing 

tasks in the application. The process 

framework offers a facility to do the 

following: message content to control the 

data flow between different tiers, data 

transformation as needed, routines to 

match the banking business rules, flow 

control to monitor how the data is routed 

between different steps in the process and 

security to control who is eligible to 

perform a particular task. 

At this level, the proposed architecture 

would not differentiate partner channels 

from its own native user interface when it 

comes to data processing. The application 

and integration tier provides the message 

handling, session management (for the 

native user interface) and transaction 

management in the application. The 

application and integration tier is based on 

open-source protocols like the ones offered 

by Java and JEE 5 technologies and is 

designed to be vendor independent, which 

makes the solution supported on any J2SE 

1.4/JEE 5 compliant application server. 

The back-end is a relational database 

management system i.e. Oracle 11g. The 

database tier ensures integrity of data and 

also provides business logic that can be 

PL/SQL stored procedures loaded into the 

database. At this tier, a clusterization 

solution i.e. Oracle RAC (Real Application 

Clusters) can be implemented to build 

redundancy and support failover & 

recovery, scalability and high availability.  

We also envisioned the ability of 

extensibility framework for the Banking 

Intelligence Accelerator, which implies 

existence of additional handlers in the 

front-end units as well as back-end units. 

Typically, whenever any customization is 

done, the changes are typically done in the 

base units and if there are no additional 

handlers for site specific customizations 

like defaulting of specific values, inclusion 

of additional validations etc. the 

underlying base units need to be modified 

for any type of customization and this also 

makes identification of customization 

changes difficult. 

Therefore, to minimize modification of 

base units, the architecture proposes at 

application tier level a provision to support 

extensibility in the following areas: 

maintenance of user defined fields at each 

screen level and capture of data, usage of 

user defined fields in advice formats, 

generation of notifications for operations 

done in the system.  

It is a well recognized fact that any bank‘s 

data centre is bound to be heterogeneous in 

nature. Many systems, disparate 

technologies, various modes of usage, a 

multitude of mechanisms by which to 

integrate with, the Banking Intelligence 

accelerator needs to be fit into such an 

environment. The integration needs 

therefore, will also be varied in nature. 

Hence one of the design goals of proposed 

architecture has been that it should 

integrate easily with external systems for 

which it provides an integration gateway. 

Integration gateway uses a service and 

notifications based approach to integration 

under the principles of Service Oriented 

Architecture. The architecture provides for 

interfaces supporting open standards that 

can be used to easily integrate with other 

applications. The gateway provides for 

various deployment patterns, all of which 

can co-exist, to enable these various 

integrations. 

 

6 Banking Intelligence accelerator – 

Implementation aspects 

In the way our system’s architecture has 

been exposed in this paper, the 

implementation should meet out-of-the-

box paradigm. This is because of its open-

source and heterogeneous protocols and 

technology, the propose components 

connectors and handlers and the ability to 
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fit in banking and financial services 

business models. 

System of the Banking Intelligence 

standard should be analyzed taking into 

consideration all the benefits of their 

implementation in a bank, likely to be 

generated [1]. Case studies we came 

through, proved and emphasised our belive 

that a Banking Intelligence solution, like 

the one presented hereby, may be utilized 

mainly for: 

1. Strategic planning including first of all: 

• modeling different methods in the 

development of an organization; 

• informing about the realization of 

an bank’s strategy, mission, goals and 

tasks; 

• identifying problems and 

“bottlenecks” to be tackled; 

• providing information on the 

enterprise’s environment and market 

trends. 

2. Improving relations with customers and 

in particular: 

• providing sales representatives 

with adequate knowledge on customers so 

that the reps could rapidly meet their 

customers’ needs; 

• following the level of customer 

satisfaction, together with efficiency of 

business practices and identifying market 

trends. 

3. Analyzing profitability of products and 

services manifested inter alia in: 

• providing analyses of “the best” 

and “the worst” products, employees, 

regions (as far as sales, costs or results are 

concerned). 

4. Analyzing internal processes and 

operational efficiency of a banking system 

by means of: 

• providing analyses of deviations 

from the realization of plans; 

• providing knowledge and 

experience emerged while developing and 

launching new products onto the market; 

• exchange of knowledge among 

research teams and banking departments. 

5. Controlling and management accounting 

and in particular: 

• analysis of actual costs and 

financial flows. 

Due to solutions that fulfill all the 

functions mentioned above, management 

of a banking system gains new quality and, 

what is more an organization like banks is 

bound to become intelligent. 

 

7 Conclusions 

Scope of this paper was to identify the role 

of banking intelligence in decision 

processes, proposed a model to accelerate 

banking business processes, assisted 

decision, integrate easily in the multitude 

of banking environment applications and 

depict some of the most important aspects 

of implementation. The experience and 

researches in business intelligence and 

banking area, were a great help, 

understanding the technological and 

business processes running in the industry 

backend and build a model which should 

answer with ease the most recent 

requirements for decision process in 

financial services field.  

Conclusion we came to, after conducted 

research for building this paper is that 

disconnected information systems can be 

integrated in order to achieve a complete 

and coherent decision support solution, so 

using business intelligence application 

standards is a primary rule for effective 

and documented decisions. In the banking 

sector, there is a spent of resources of 

annual IT budgets on business intelligence 

software products and they need to prove 

reliable and secure. Therefore, as we 

described across this paper, players in this 

area need a reliable infrastructure to link 

the explosion of new software applications 

and data sources, keeping a good pace with 

the volume of enterprise data, business 

partners, suppliers and customers. 
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Methods underlying cluster analysis are very useful in data analysis, especially when the 

processed volume of data is very large, so that it becomes impossible to extract essential 

information, unless specific instruments are used to summarize and structure the gross 

information. In this context, cluster analysis techniques are used particularly, for systematic 

information analysis. The aim of this article is to build an useful model for banking field, 

based on data mining techniques, by dividing the groups of borrowers into clusters, in order 

to obtain a profile of the customers (debtors and good payers). We assume that a class is 

appropriate if it contains members that have a high degree of similarity and the standard 

method for measuring the similarity within a group shows the lowest variance. After 

clustering, data mining techniques are implemented on the cluster with bad debtors, reaching 

a very high accuracy after implementation. The paper is structured as follows: Section 2 

describes the model for data analysis based on a specific scoring model that we proposed. In 

section 3, we present a cluster analysis using K-means algorithm and the DM models are 

applied on a specific cluster. Section 4 shows the conclusions. 
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1 Introduction 

Data mining is a technique that consists 

of analysing large volumes of 

information stored in data warehouses, in 

order to resolve decision problems. The 

technique is derived from three categories 

of software applications: the statistical 

ones, artificial intelligence applications 

based on neuro-fuzzy algorithms and the 

ones based on automated machine 

learning. Once the data has been 

prepared, the next step is to generate 

previously unknown patterns from the 

data using inductive learning. The most 

popular types of patterns are 

classification models, clustering and 

association rules that describe relations 

between attributes. Although methods 

and knowledge extraction techniques are 

applied in automatic mode, the process 

requires considerable human effort 

involved especially in the stages of 

analysis, but also in those of validation 

the results. There is a great deal of 

overlap between data mining and 

statistics. In fact most of the techniques 

used in data mining can be placed in a 

statistical framework. 

The steps taken in the entire process are [6]: 

  collect data from multiple sources: 

web, text, databases, data 

warehouses ; 

  data filtering by eliminating errors. 

When using a data warehouse, this 

process is removed because a 

process of extraction, transformation 

and loading (ETL) was already 

applied on the data ; 

   establishing key data attributes that 

will participate in the DM process, 

by selecting those properties that 

interest the analysis ; 

   application of templates and detection 

/ analysis of new knowledge ; 

   visualization, validation and 

evaluation of results. 

The steps in the mining process are 

performed iteratively until meaningful 

business knowledge is extracted.  

The main idea of the article is to build a 

model based on data mining techniques that 

can predict customer behaviour over time. 

We used hierarchical clustering method on 
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the set of records, in order to obtain a 

profile of the customers. Then, we 

applied the data mining models on the 

cluster with bad debtors, reaching a very 

high accuracy after implementation.  

The paper is structured as follows: 

Section 2 describes the model for data 

analysis based on a specific scoring 

model that we proposed. In section 3, we 

present a cluster analysis using K-means 

algorithm and the DM models are applied 

on a specific cluster. Section 4 shows the 

conclusions. 

For testing different methods we used 

Oracle Data Mining (ODM) that is 

organized around several generic 

operations, providing an unified interface 

for extraction and discovery functions. 

These operations include functions for 

construction, implementation, testing and 

manipulation of data to create models. 

ODM implements a series of algorithms 

for classification, prediction, regression, 

clustering, association, selection, and data 

analysis. Oracle Data Miner provides the 

following options for each stage: for 

transforming the data and build models 

(build), for testing the results (test) and 

for the evaluation and application on new 

data sets (apply). 

 

2 The model for data analysis 

The study is based on financial data in 

2009 from an important bank in Romania 

and the target customers are credit card 

holders. Among the 18239 instances, 

1489 record arrears. The research 

involves normalization of attribute values 

and a binary variable as response 

variable: 1 for the default situation and 0 

for non-default. Explanatory variables or 

the attributes are found in the scoring 

model proposed by us that includes: 

Credit amount (the amount limit by 

which the debtor may have multiple 

withdrawals and repayments from the 

credit card), Credit balance, Opening date 

of the credit account, credit product 

identification, Category, Currency, 

Client’s name, Gender, Age, Marital 

status, Profession, Client with history 

(including other banking products and 

payment history), Deposit state, Amounts of 

deposits opened in the bank, if applicable, 

Scoring rate (scoring points from 1 to 6, 1 is 

for the best and 6 for the weakest debtor).  

Data was divided into two tables, one used 

for model construction and one for testing 

and validating the model. Each case contains 

a set of attributes, of which one is the 

profiling attribute, this attribute is called 

‘RESTANTIER’ that means that the creditor 

is a bad payer if the value is 1 and is a good 

payer if the value is 0.  

First we applied three data mining models 

on the set of instances: classification, Naїve 

Bayes and  regression with support vector 

machines. We obtained a series of 

predictions for credits reimbursement and 

the comparative results show that only 845 

of 18 239 records are incorrect predictions, 

representing 4.63% of total.  

We also made a comparison of the incorrect 

predictions released by the three models: 

SVM registered 406 incorrect predictions 

(2,22%), NB recorded 703 incorrect 

predictions (3,85%), and LG registered only 

324 wrong predictions (1,77%). From cost 

point of view, LG recorded the lowest cost, 

followed by SVM, and NB is detaching 

pretty much. Although, we can consider that 

all three models can be successfully applied 

in banking practice, we extended our study 

with a clustering analysis. The following 

section presents the results.  

 

3 Cluster analysis 

3.1. Clusters building 

Cluster analysis is a collection of statistical 

methods, which identifies groups of samples 

that behave similarly or show similar 

characteristics. In common parlance it is 

also called look-a-like groups. The simplest 

mechanism is to partition the samples using 

measurements that capture similarity or 

distance between samples [3]. 

Performing a cluster analysis targeting the 

classification of a set of objects, includes the 

following steps: 
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 choosing the characteristics subject to 

classification; 

 choosing the measure in order to 

assess the proximity of objects; 

 setting  rules for grouping the classes 

or clusters; 

 building the classes (ie classification 

of objects into classes); 

 checking the consistency and 

significance of classification; 

 choosing an optimal number of 

clusters, depending on the nature of 

the classification problem and the 

purpose; 

 interpreting the significance of 

clusters. 

We could say that cluster analysis can be 

understood as a classification technique 

or algorithm for organizing the data as 

classes or representative structures that 

verify certain properties. The results of 

cluster analysis are represented either by 

a single cluster solution, or cluster 

hierarchies, containing different ways of 

configuration of the objects in classes (ie 

cluster solutions). 

We applied the clustering method on the 

set of records, taking into account only 

the important attributes. When building 

the model, we specified a number of 8 

clusters, considering our objectives. 

Therefore, we took into consideration that 

the classified objects in each group to be 

as similar in terms of certain features and 

the classified objects into a group to 

differentiate as much as possible of the 

objects classified in any of the other 

groups. 

The first criterion requires that each class 

to be as homogeneous compared to the 

characteristics considered for the 

classification of objects. The second 

criterion requires that each class may 

vary as much as possible in terms of 

classification features. A difficult problem 

that arises in cluster analysis is related to the 

need to assess the distances between classes 

or clusters. 

K-means clustering is an iterative clustering 

method, and divides the data into a number 

of clusters by minimizing an error function 

which can be expressed. The K-means 

algorithm is a non-hierarchical approach to 

forming good clusters, used to group records 

based on similarity of values for a set of 

objects. Applying the concept allows 

classification for multiple classes and 

nonlinear relationships modelling between 

data (for prediction purposes). Even though, 

there may be difficulties often in 

establishing effective metrics, the 

technology being one of the few that accepts 

as input data of different nature (continuous, 

categorical, Boolean, etc.). Since the 

computing time is directly proportional to 

the number of instances in the data set, in 

the pre-processing stage, it is required to be 

selected from the original data set a subset 

of instances of reasonable size. This method 

proved to be effective in classification 

problems, when all associated key attribute 

classes have an equal representation as a 

percentage of the dataset. The algorithm 

based on k-NN technique allows only 

making an estimation of key attribute value, 

without generating additional information 

about the instances under review, the 

structure of the data set of classification 

categories of key attribute. This technique is 

used mainly in situations where for all 

attributes, the same function of distance is 

applied. 

Figure 1 shows the cluster distribution and 

the number of observations in each cluster: 
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Fig. 1. Cluster distribution 

Classification techniques allow us to 

specify by what combination of financial 

and demographic attributes can be 

characterized customers in each class and 

make predictions on the behaviour of new 

customers of the bank in order to include 

them in one class or another. In 

conclusion, in node 9 we found 2 leaves 

with 2 clusters, one with bad debtors and 

the other with good payers but with low 

scoring rate.  

Frequency distributions of variables are 

represented by histograms. For example, 

in node 9, the amount of deposits is 

concentrated in the interval [600, 2142], and 

statistical events are focusing around 6, 

which means that most customers are 

characterized by the lowest score (ie those 

customers with a high probability of 

default). The histogram in Figure 2 shows 

the statistical distribution of events 

analyzed: 0 for the loan repayment and 1 for 

default. Thus, in node 9, good payers record 

38% of all clients, while the debtors register 

the highest percentage (62%). 

 
Fig. 2. The histogram for the debtor status 
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Fig. 3. The histogram for the scoring points 

Figure 3 shows the distribution of the 

scoring rate in a node of customer data. 

Here, all the customers registered the 

weakest result when applying the scoring 

model. 100%  received 6 points. 

 

3.2. Applying the built model on 

clusters 

Using cluster analysis, a customer ‘type’ 

can represent a homogeneous market 

segment. Targeting specific segments is an 

important issue of any bank’s strategy. This 

way, each bank can develop and sell specific 

products and services oriented on clients 

needs and desires. 

After applying the algorithms, we obtain the 

customers grouped in 8 clusters, as shown in 

the figure below: 
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Fig. 4. Clusters situation 

 

On these instances, we applied the 

predictive built models - Naive Bayes, 

SVM and LR, mentioning that we 

considered all the attributes and clusters 

obtained. The results are significant 

because all models registered over 99.8% 

accuracy.   

Applying clustering method to our data, 

we identified the customers’ profiles, 

depending on their credit history, account 

balance or scoring rate. Basically, the K-

means algorithm was used to identify 

groups of customers based on scoring 

behaviour and divides the clients into 

three major classes: a) bad payers with no 

deposits or small amounts, who 

registered the lowest scoring rate (6 

points) and big credit balance, b) 

potential insolvent clients, with scoring 

rate 5 or 6, small deposits and small 

credit balance and c) good payers with 

scoring rate 1-4 who have developed a 

good banking history. 

 

4 Conclusions 

We believe that, as of the management of 

massive amounts of data, data mining 

technology extracts successfully new 

knowledge from data collections, as 

shown in the survey presented. The built 

models provide decision alternatives for 

banking managers, based on modelling 

tools for the analysis of statistical data. 

Using statistical algorithms in order to 

determine patterns of behaviour, leads to 

creating some strong correlations for which 

the user is not able to generate queries. 

Classification and discovery of association 

rules are very important in the business 

decision process and management. 

Analytical capabilities offered by the 

proposed solutions will produce relevant 

results and assist complex decision-making 

process, contributing significantly to 

improve performance in banking. Thus, an 

effective risk management is performed and 

also robust analysis, aiming to continuously 

improve achievement and profit margin. 
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Data warehousing solution development represents a challenging task which requires the 

employment of considerable resources on behalf of enterprises and sustained commitment 

from the stakeholders. Costs derive mostly from the amount of time invested in the design and 

physical implementation of these large projects, time that we consider, may be decreased 

through the automation of several processes. Thus, we present a framework for semi-

automated implementation of multidimensional data models and introduce an automation 

prototype intended to reduce the time of data structures generation in the warehousing 

environment. Our research is focused on the design of an automation component and the 

development of a corresponding prototype from technical metadata. 
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Introduction 

Data warehousing projects require the 

employment of considerable and varied 

resources on behalf of the enterprises, 

sustained commitment from the 

stakeholders and a long period of 

development time. In most cases, these 

projects are successful implementations, 

although there are several reasons that 

account for failure situations, such as 

expenditures exceeding the budget and 

inability to meet delivery deadlines. 

Companies that undertake data 

warehousing development need to stay 

competitive on the market with regard to 

implementation, maintenance and other 

similar activities. This competitiveness is 

ensured significantly by small costs of 

development and short delivery times; 

therefore, reducing some of the involved 

costs augments the chances of successful 

solution delivery and increases business 

satisfaction.  

Given these circumstances, we introduce 

a framework for semi-automated 

implementation of data structures in the 

data warehousing environment and 

propose a prototype aimed to partially 

automate several processes in order to 

reduce the related costs. Regarding the 

implementation of the prototype, we make 

use of the technical metadata provided by 

the underlying operational systems, external 

source files and the metadata generated in 

the data warehousing environment. We also 

propose a distinction between structural and 

logical technical metadata, and employ both 

these types for automating the 

multidimensional model (i.e. data mart) 

schema implementation. 

Due to the complex environment of the 

analytical systems and the nature of 

multidimensional models representation, the 

development of such a prototype is rather 

challenging. The first results of our research 

consist in the successful initial 

implementation of the prototype in the SAP 

Business Warehouse (SAP BW) 

environment. In this paper we present the 

theoretical and technical aspects of the 

implementation phase, discuss the arising 

issues and also propose future development 

directions. The paper is structured as 

follows: section 2 presents the overall data 

warehousing framework architecture with its 

components and the interaction between 

them; section 3 focuses on the specifics of 

the multidimensional model generation 

1 
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component, and also illustrates the 

process flow within the framework 

component; section 4 presents the 

implementation of the proposed 

prototype; section 5 is dedicated to the 

study of related work; and section 6 

concludes the research and makes 

suggestions regarding future 

development. 

 

2. Framework Presentations 

The data warehouse architecture, which 

stands at the basis of this framework, 

may be decomposed into: storage 

elements, data handling procedures and 

the human factor (final users, technical 

staff) [1].  

The proposed implementation framework 

addresses the semi-automated generation 

of the storage elements and partly data 

handling procedures, through 

corresponding ETL processes, in the data 

warehousing environment. The storage 

elements may be found in all architectural 

layers (data staging, data warehouse, and 

data mart layers). ETL processes are 

responsible for extracting data from 

source systems, transforming it in the 

staging area and loading the data into the 

storage elements for permanent storage.  

Besides defining the means for 

automatically generating storage 

structures (i.e. the data warehouse and 

data marts schema), the framework also 

provides the definition metadata mapping 

between its components, and thus the 

“map” by which the automation may be 

achieved. 

The framework provides guidance of 

implementing various storage structures, 

such as data warehouse and data marts 

schema, from technical metadata. 

Fig. 1 depicts the proposed framework 

comprising the following components: 

 Data Staging Module, which has the role 

of defining an integrated staging area 

where a single set of transformations 

(i.e. technical and business rules) are 

enforced for the entire data warehousing 

landscape;  

 Data Warehouse Schema Generation 

Module, which enables automated 

generation of specific data storage 

metadata objects for the data warehouse 

layer from the technical metadata 

residing in the repository; 

 Data Mart Schema Generation Module, 

which, similarly to the previous 

component, enables automated 

generation of the data mart schema from 

technical metadata; 

 Metadata Management Module, which 

defines essential metadata storage and 

retrieval functions from the metadata 

repository, and handles the overall data 

warehousing structures generation 

process (e.g. replication, schema, 

scheduling, monitoring);  

 Data Management Module, which 

facilitates the management of the data 

warehouse data. 

 
Fig. 1. Framework Architecture Overview 

The components of the framework cover well-defined extraction, transformation and 
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loading processes in the data 

warehousing environment. In order to 

facilitate a clear understanding of the way 

components interact, we present a brief 

description of these processes in the 

following paragraphs. 

 

Extraction Processes 

One of the first tasks performed within 

ETL processes is the extraction of 

relevant information that has to be 

propagated in the data warehousing 

environment [2]. Extraction processes are 

meant to handle various and often 

heterogeneous enterprise-wide sources of 

data, which may vary from relational 

databases and flat files, to legacy or 

hierarchical model structures. The 

diversity of source systems foremost 

determines the complex nature of these 

processes.  

Moreover, there are two types of 

extraction methods defined at the logical 

level, namely full and incremental 

extractions. The full extraction method 

assumes that all the data existent in the 

source systems at one moment in time is 

extracted completely in the data 

warehousing environment, whereas the 

incremental extraction method employs a 

well-defined logic by which only most 

recently inserted or updated records are 

subject to extraction. The incremental 

extraction (also known as partial or delta 

extraction) requires the implementation 

of advanced change capture techniques. 

This is usually achieved in operational 

source systems by logging the changes in 

data through a timestamp mechanism and 

by using change tables to track the 

different insertion, deletion or update 

operations occurred since the last 

extraction process. Incremental extraction 

is normally used on large data sets and is 

not applicable to external source files, 

such as flat files. From a physical level 

perspective, there are two types of data 

extractions: online extraction (in which 

data is retrieved by directly accessing the 

source systems) and offline extraction (in 

which data is staged explicitly outside the 

original system in flat files, archive logs or 

transportable tablespaces, etc. 3]). 

Generally, the extracted data is temporarily 

stored into a physical storage environment, 

known as data staging area, from where data 

is further processed and loaded into 

permanent storage structures. 

 

Transformation Processes 

Transformation processes are defined as part 

of the overall data cleaning approaches in 

the data warehousing environment, among 

data analysis, definition of transformation 

workflow and mapping rules, verification, 

etc. [4].  Their main goal is to produce a 

collection of consolidated and integrated 

data that conforms to well-defined 

standards, and may provide useful 

information for supporting business users’ 

decision making. 

Within the ETL processes, the 

transformations performed are reflected at 

the instance level and at the schema level. 

The instance level transformations concern 

data conversions and include various 

individual tasks, such as cleaning of 

misspellings or missing data values, 

resolution of conflicting representations of 

the same data element, elimination of 

duplicated data records, etc. At the schema 

level, transformations comprise technical 

standardizations of data types, field lengths, 

etc. and semantic standardizations, such as 

resolution of synonyms (two or more terms 

refer to the same concept) and homonyms 

(one term refers to different concepts) 5]. 

Other transformation processes may include 

combining multiple data records into a 

single data record, separating one data 

record into multiple ones, sorting, filtering 

and merging operations, applying complex 

conversion functions or formulas, 

assignment of surrogate keys, etc. 

Metadata, both technical and business, has 

an essential role in guiding these 

transformation processes in the data 

warehousing environment. Metadata is used 

to define data characteristics, transformation 

mappings, workflow definitions, etc. [4] at 
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the technical level, and to facilitate the 

understanding of converted data at the 

semantic level. 

 

Loading Processes  

The loading of data into the final 

permanent storage structures represents 

the last series of activities that comprise 

the ETL processes. Following the logical 

extraction methods, there are two distinct 

types of data loading: initial loading, 

normally performed the first time the data 

warehouse is deployed in production, and 

incremental loading, which represent on-

going processes that occur daily, weekly, 

or monthly, as defined by business 

requirements. Once loaded into the data 

warehouse specific structures, the data is 

ready for analysis and reporting. 

The presented ETL processes are part of 

data warehousing solution development. 

Their design and implementation requires 

extended business knowledge and 

correlation with business requirements. 

However, these processes may be to 

some extent automated by various 

generic tools available on the market, as 

well as by proprietary programs. In order 

to enable full support of various scenarios 

and deliver maximum value to business 

users, ETL tools should comply with a 

series of requirements, such as 6]: 

connectivity/adapter capabilities, data 

delivery and transformation, data and 

metadata modelling capabilities, data 

source and target support, data 

governance, design and development 

environment, operation and 

administration, architecture and 

integration, etc. 

Having presented an overview of the 

overall framework architecture, as well as 

the various processes that stand at the 

basis of storage structures generation, we 

proceed to introducing our proposed 

multidimensional model schema 

generation component, and its 

implementation in the data warehousing 

environment. 

 

3. Data Mart Schema Generation Module 
The Data Mart Schema Generation Module 

is designed to enable faster implementation 

of the multidimensional data models in the 

data warehousing environment.  

In order to achieve the desired degree of 

automation, we focus on capturing, storing 

and retrieving technical metadata within the 

framework’s components. Moreover, as a 

prerequisite, we propose a differentiation of 

the technical metadata used and generated 

by the framework modules, into structural 

and logical metadata. Our reasoning is 

explained as follows: 

 The structural metadata defines 

technical characteristics of the data 

structures, such as source systems, 

comprised fields, keys, data types and 

lengths, etc. These properties are 

stored in the data warehousing system 

independently of the way these data 

structures are used (e.g. as sources of 

data for other storage objects). 

 The logical metadata describes the 

relationships (i.e. logical mappings) 

between the various metadata objects 

and storage structures of the data 

warehousing system, and is derived 

from the logical map of the 

frameworks components’ physical 

model. It also comprises the logical 

multidimensional data model and all 

the other technical metadata provided 

by the data architect for automated 

generation purposes. Additionally, this 

type of technical metadata provides 

information about the data provenance 

and lineage (i.e. the source and path 

followed from source to target) [7]. 

When using technical metadata within the 

context of the defined framework, for 

automation purposes especially, we refer to 

the previously introduced two sub-types of 

metadata, namely structural and logical 

metadata. 

Data Marts represent essential storage 

structures of departmental data in the 

enterprise’s informational systems. They 

generally correspond to single business 

processes in the operational systems and are 
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built as multidimensional data models in 

the data warehousing environment for 

supporting high performance querying 

and optimized on-line analytical 

processing. Due to their particular design 

(i.e. star schema layout with one central 

fact table surrounded by several 

dimension tables), the number of join 

operations required for data retrieval is 

reduced to a minimum, which makes 

these storage structures ideal for 

interrogation. Moreover, data marts store 

aggregated and highly indexed data, 

supplied by the integrated and 

consolidated data warehouse layer. This 

data goes through a process of business 

transformations, as depicted in Fig. 1, 

during which more complex formulas are 

applied for defining key performance 

indicators as well as other facts of interest 

for the analysis process. 

Among the main reasons for building 

data marts in the analytical environment, 

we mention: 

 data marts are created as part of a 

comprehensive data warehousing 

solution following the development 

of the underlying data warehouse 

layer, which provides them with a 

foundation of highly granular, 

historical, integrated and consolidated 

data; this improves consistency and 

accuracy in data representation across 

the enterprise; 

 business users or department specific 

requirements may be easily 

accommodated in the analytical 

environment by means of various data 

marts built on the solid data 

foundation;  

 data marts lift the burden of direct 

analytical processing on the data 

warehouse data; 

Considering the undeniable importance of 

data marts in the data warehousing 

environment, we propose a schema 

generation module that speeds the 

development process by automating the 

implementation of multidimensional data 

models from technical metadata. Fig.  

illustrates the various components that 

interact with the Data Mart Schema 

Generation Module.  

 

 
Fig. 2. Framework Architecture: Data Mart Schema Generation Module 

 

In order to accomplish the schema 

generation, the proposed module 

exchanges technical (i.e. structural and 

logical) metadata with the Metadata 

Management Module; this consequently 

retrieves and stores metadata into the 

metadata repository. The module uses 

technical metadata to generate empty 

schemas of the multidimensional model. 

In the context of data mart schema 

generation, structural metadata is 

represented by the tables, columns and 

the data type definitions of the 

corresponding structures, whereas the 

logical metadata is represented by the 

multidimensional data model (i.e. fact table, 

dimension tables, relationships between 

them). 

The Data Mart Schema Generation Module 

is supplied with highly granular integrated 

data from the data warehouse repository. 

However, the data is subject to 

comprehensive transformations based on the 

business logic defined by user requirements 
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and stored as business metadata in the 

repository. 

Fig. 2 depicts the process flow within the 

Data Mart Schema Generation Module 

comprising six steps: 

 The first step covers the loading of 

the XML file providing structural 

and logical metadata into the 

system. This operation is facilitated 

by the specifics of each 

implementation platform. 

 In the second step, the XML file is 

processed and useful information is 

sorted out. This means that the 

XML file is parsed and analysed so 

that relevant information regarding 

the structure of the 

multidimensional data model is 

extracted from its content (e.g. the 

fact and dimension tables, the 

relationships between them, the 

fields and corresponding data types, 

etc.). Subsequently, the technical 

metadata is stored in the repository, 

from where it is further retrieved by 

the Metadata Management Module. 

 Within the third step, the technical 

metadata (i.e. structural and logical) 

is retrieved and processed by the 

Data Mart Schema Generation 

Module through its interaction with 

the Metadata Management Module. 

 The fourth step defines the actual 

schema generation process from the 

processed structural metadata, as 

indicated by the logical metadata.  

 In the fifth step, the generated 

multidimensional schema is 

checked and validated against 

inconsistencies of technical nature 

specific to the implementation 

process (e.g. valid technical names 

for the fact and dimension tables, 

maximum number of dimensions 

accepted, appropriate definition of 

relationships based on primary-

foreign key definition, etc.). 

 The final step represents the 

communication of the schema 

generation results (e.g. logging of 

processing steps in the system, user 

interface, etc.). 

 

Having defined the architectural aspects of 

the proposed framework, along with its main 

components and processes, we proceed to 

presenting briefly the platform - dependent 

prototype implementation. The technologies 

used for the implementation processes are: 

SAP R/3 as operational source systems, SAP 

Business Information Warehouse as 

analytical system, and the ABAP 

programming language. 

 
Fig. 2. Data Mart Schema Generation Process 

Flow 

 

4. Framework-based Prototype 

Implementation 
As prerequisite for prototype 

implementation, a Unified Modelling 

Language (UML) Class Diagram portraying 

the dimensional data model to be 

implemented as data mart storage structure 

is required. We chose the modelling of the 

data model schema with UML as this 

represents a standardized general-purpose 

modelling language extensively used in 

software engineering (aspects of 

dimensional data modelling with UML are 

presented in [8]). Moreover, numerous 

CASE (Computer Aided Software 

Engineering) tools enable the exporting of 

class diagrams as Extensible Markup 
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Language (XML) files, a commonly-used 

standard defined by a set of rules for 

encoding document. 

Considering the sub-components of the 

automation framework, presented in Fig. 

2, and their interdependence, the 

multidimensional data model 

implementation begins with the 

interpretation of the exported XML 

format class diagram from the CASE 

tool.  

An XML parser/analyser retrieves the 

entities with corresponding attributes and 

data types, as well as the relationships 

between them (the multidimensional 

schema design), and maps the extracted 

information to the logical metadata 

represented in the repository as relational 

metadata tables. These represent flat 

relational database tables whose structure 

contain relevant fields, such as: entity 

type (fact table or dimension), 

automatically generated technical name, 

descriptive name, corresponding 

attributes, attributes data type and length, 

position in the entity, etc. The result of 

the XML analyser component execution 

is the physical storage of the 

multidimensional data model in relational 

form in the metadata repository of the 

analytical environment. 

A subsequent action in the 

multidimensional generation process is 

represented by metadata processing, as 

depicted in the third step of the Fig. 2 

process flow. The prototype retrieves the 

technical metadata from the repository 

(i.e. the multidimensional data model 

stored previously) and passes it over to 

the following step, namely to the 

multidimensional structure generation. 

This data mart schema generation is 

implemented with by number programs, 

functions and system classes. Its goal is 

to enable the creation of platform-specific 

metadata objects that provide structural 

and physical representation of the 

multidimensional logical data model in 

the data warehouse environment.  

The specifics of the implementation are 

listed below: 

 The multidimensional model is 

implemented in the data mart layer of the 

SAP Business Warehouse, through an 

InfoCube structure. The InfoCube consists 

of several types of atomic components 

(InfoObjects), which form the fact table 

and the dimensions of the model. 

Internally, the cube is comprised of 

relational tables arranged together in a star 

schema, where the fact table contains key 

figures and the dimension tables are 

linked to master data tables. InfoCubes 

are normally supplied with data from data 

structures of the lower architectural levels, 

such as DataSources, InfoSources, master 

data InfoObjects, and DataStore Objects 

(the existence of data supply structures is 

ensures by the implementation of the 

extended version of the prototype).  

 The information required for automated 

implementation of the multidimensional 

model is read from the logical metadata 

stored in the repository. Corresponding 

InfoObjects, which form the structure of 

the InfoCube are retrieved from the 

metadata repository, through a string and 

data type matching algorithm, as 

explained below (in order to facilitate this 

option, the data modeler should consider 

using the same or similar names and data 

types for the dimensions’ attributes and a 

high granularity level as derived from the 

operational database tables).  

InfoObjects represent the smallest unit of 

information in the SAP BW environment [9] 

and they are the core building blocks in the 

informational model (all the other data 

warehousing-related objects are built with 

InfoObjects). They are used for modelling 

business entities, attributes, hierarchies, key 

figures, or key performance indicators, as 

well as time, unit and currency information 

10], and to create structures and tables in 

order to enable information modelling in a 

structured form within the data warehouse 

environment. The multidimensional 

generation component requires the retrieval 

of existing/previously generated InfoObjects 
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in the warehousing repository, and their 

use in the modelling of the InfoCube. The 

process is accomplished through a 

similarity ranking algorithm for 

approximating string matching [11], 

validated by the data type and length 

conditions. Once the InfoObjects have 

been identified and retrieved, the 

prototype generates the InfoCube’s 

physical implementation. 

The final step of the prototype’s 

execution is represented by the data load 

and storage component’s implementation. 

Loading processes are generated based on 

the logical mappings (i.e. 

transformations) between the InfoObjects 

of the data structures which represent the 

source of data and the target InfoCube. 

 

5. Related Work 

The automation issues in the data 

warehousing environment have been 

previously addressed in the industry and 

academic world, most of them referring 

to ETL processes design, such as data 

extraction and population [12], data 

cleaning and integration [13], [14] etc. 

Some research works [15], [16] propose 

an automation of the conceptual or 

logical data warehouse design. In [15] the 

authors propose two algorithms: one for 

automating DW conceptual schema 

derivation from OLTP schemas and 

another one for the evaluation of 

candidate conceptual schemas with user 

queries; in [16] the authors introduce a 

rule-based mechanism, which 

automatically generates the relational 

data warehouse schema by applying 

existing design knowledge (a conceptual 

schema, non-functional requirements and 

mappings between the conceptual schema 

and the source database); in [17] the an 

automatic generation tool for conceptual 

design model implementation from 

conceptual graphical models, which 

comes closest to our idea. Automation of 

logical and physical mappings aspects in 

the data warehousing environment, as 

treated in [18], [19], [20] have also been 

considered in our approach. 

However, to the best of our knowledge, 

automating the creation of data warehouse-

relevant data structures from technical 

metadata, with the aim of defining a 

comprehensive enterprise wide solution has 

not yet been covered. We argue that given 

the existence of external metadata files 

provided by data modellers, our proposed 

prototype shortens considerably the manual 

repetitive work of developers and enables 

the implementation of an initial enterprise 

data warehouse model.  

 

5 Conclusion 

The framework architecture for semi-

automated implementation of 

multidimensional models and the 

corresponding prototype, presented in this 

paper are designed for providing faster 

development of data warehousing projects, 

and reducing related costs and delivery 

times. Our main contributions consist in the 

design of a framework that defines several 

automation components and the boundaries 

of the systems for its implementation. The 

main goal achieved by the corresponding 

prototype implementation is the 

interpretation of UML class diagrams 

exported in XML format and the semi-

automated generation of the 

multidimensional model in the data 

warehousing environment. The proposed 

prototype implements the physical data 

model from existing and generated technical 

metadata and logical mappings of the 

underlying metadata repository.  

Several enhancements are to be made in 

the development of the prototype; therefore, 

we continue our research in order to 

improve the functionalities, enable 

integration of additional data sources types, 

and optimize the execution processes.  
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With the development of the Internet’s new technical functionalities, new concepts have 

started to take shape. These concepts have an important role especially in the development of 

corporate IT. Such a concept is „the Cloud”. Various marketing campaigns have started to 

focus on the Cloud and began to promote it in different but confusing ways. This campaigns 

do little, to explain what cloud computing is and why it is becoming increasingly necessary.  

The lack of understanding in this new technology generates a lack of knowledge in business 

cloud adoption regarding database and also application. Only by focusing on the business 

processes and objectives an enterprise can achieve the full benefits of the cloud and mitigate 

the potential risks. In this article we create our own complete definition of the cloud and we 

analyze the essential aspects of cloud adoption for a banking financial reporting application. 
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Introduction 

Probably the most revolutionary 

technology of the last decade developed 

in the Internet is represented by the 

Cloud. This technology has started to 

develop due to the promises of 

developing a futurist business 

environment. In this kind of environment   

each company is supposed to spend the 

minimal amount of money on resources 

and gain a lot from the work developed. 

The promise of Cloud Technology 

consists also in minimizing the Total 

Cost of Ownership (TCO) making it right 

for leaders and CEOs to dream about a 

modern and futuristic company. The idea 

that a “successful businesses may soon 

have no chief executive, no headquarters 

and no IT infrastructure” (Dr. James 

Bellini) has started to appear in each 

leader’s mind. These are the directions by 

which Cloud Computing is leading the 

future. [3] 

In order to be able to understand the 

necessity of this technology we have to 

define it first. The cloud concept is 

spoken, written and used in many other 

ways very often by different people 

belonging to diverse fields especially 

economic and technological. We can realize 

that by reading a variety of IT blogs, hearing 

discussions or taking part at conferences. 

However, the definitions differ from one 

another. Why there are so many definitions 

that support misunderstanding about cloud 

computing? 

In our opinion all the perspectives on Cloud 

computing depend on the background of 

each specialist. For Dr. James Bellini as 

futurologist cloud computing is projecting 

the image of a company with no chief 

executive, no headquarters, no database on 

their own machines and no IT infrastructure. 

“The most valuable resource of this new 

king of company it will be represented by its 

connected eco-system” he says.  

The idea that Dr. James Bellini encompasses 

in his statement defines cloud computing as 

an evolving paradigm.  The idea is also 

shared by economists who complete it with 

the economical features. “The Economic 

Benefit of Cloud Computing” publication 

defines cloud computing as follows: “Cloud 

computing uses the same paradigm of 

shared needs, costs and shared resources 

leading to shared savings since duplicate 

ancillary costs (e.g., facilities, power, a/c, 

personnel, etc.) are greatly reduced, if not 

1 
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completely eliminated. Add to these 

obvious savings areas the virtual 

elimination of the capital expense 

associated with annual software licensing 

(e.g., initial license purchase, annual 

maintenance, individual help desk 

support, etc.) and the user savings 

become dramatic and easily justified. 

This is especially true in this era of 

increasing IT needs coupled with 

decreasing IT budgets. Cloud computing 

represents one of the few means of 

meeting next year’s IT requirements with 

last year’s budgetary amounts.”[7] 

This above definition justifies the 

economical importance of Cloud 

Computing and states the major advance 

in IT and business represented by this 

technology. Speaking from the global 

point of view it is based on the major 

resource provider’s economies of scale, 

such as Google. The quality of services is 

accompanied by massive cost reductions, 

often over 50%. Basically a major 

economic advantage of cloud computing 

is the fact that “it turns capital expenses 

into operating expenses (CAPEX to 

OPEX)". Through this reversing of 

expense type companies are able to direct 

their capital to other business investments 

different from IT. 

The Cloud is a solution that provides new 

ways of using external resources that you 

can configure according to your needs - 

servers, storage, applications and 

services. A great economical advantage is 

that resources are leased by the Cloud 

provider on-demand and in variable 

quantities so that the client only pays 

what he consumes. In other words, if you 

do not use the resources, you do not pay 

it. 

The secret is the emerging technology 

that allows all types of companies to 

match the technical resources of 

multinationals. To implement a system 

within a company needs a lot of resources 

both material and human. If we’re 

referring to a small business, these 

investments are limited and any IT 

investment affects the investments needed in 

other business areas. That is why Cloud is 

an ideal solution for small or medium 

businesses, providing companies the 

resources to hire an insignificant cost, so 

that small companies can match the 

technology of one of the most advanced 

technologies in the world, which is available 

locally. The real advantage is that anyone 

can use for free or for a small amount of 

money the best services on the market. 

Companies of 3 or 3,000 people can use 

immediately cloud services and the price 

will be directly proportional to the use of the 

resource. Cloud solutions spare the costs for 

servers, software licenses, hosting, 

collocation, database maintenance, 

specialized technical personnel, upgrades of 

all kinds, annual subscriptions, etc. 

You just need the final service and you can 

benefit from the Cloud. We assume that we 

all have a computer with access to the 

Internet, so we can instantly be Cloud 

services users. For example, Gmail now 

allows storage of 25 GB of emails. A local 

solution in-house offering lower 

performance would cost at least 3-4 times 

more per year. 

Another definition, written from an 

academic perspective is presented in the 

article "Above the Clouds: A Berkeley View 

of Cloud Computing" wrote by the 

researchers of RAD Lab (Reliable Adaptive 

Distribute System Laboratory) at the 

University of Berkley. This article points out 

the most important features of cloud 

computing:   “Cloud Computing refers to 

both the applications delivered as services 

over the Internet and the hardware and 

systems software in the datacenters that 

provide those services. The services 

themselves have long been referred to as 

Software as a Service (SaaS). The 

datacenter hardware and software is what 

we will call a Cloud.” [1] 

The definition explains the essence of a 

Cloud and the considered component 

elements. It refers both to the software and 

hardware, introducing a new term “Software 

as a Service” that will be further explained. 
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In our opinion the above definition is an 

attempt to create a common perspective 

on Cloud Computing for all the interested 

parts. Standardization is very important. 

The lack of standards in information 

technology can make a technology 

trickier to use that is why standardization 

is a goal in every attempt to define the 

Cloud. 

An effort of standardization for the cloud 

computing definition of made by The 

National Institute of Standards and 

Technology (USA):  “Cloud computing 

is a model for enabling ubiquitous, 

convenient, on-demand network access to 

a shared pool of configurable computing 

resources (e.g., networks, servers, 

storage, applications, and services) that 

can be rapidly provisioned and released 

with minimal management effort or 

service provider interaction. This cloud 

model promotes availability and is 

composed of five essential 

characteristics, three service models, and 

four deployment models.” [2]. 

Despite the fact, that cloud computing is 

still evolving, NIST definition is accurate 

regarding the solutions nowadays 

provided. Cloud is not only the next step 

in computing development, it is a new 

perception on business applications and 

the addressed processes, consisting in the 

movement of all data and computing 

power on the Internet. 

The Complexity of enterprise systems 

increases with each new technology 

implemented. As changes in the business 

environment occur so appeared the need 

to implement more efficient enterprise 

systems consisting in great investments 

of money and human resources. In most 

cases within a company there are a lot of 

enterprise applications developed in 

multiple technologies and also the related 

databases that the company is forced to 

have in operation because of investments 

made over time. 

Because these applications justify their 

existence only by completing the tasks 

for which they were implemented without 

outstanding performance, every company 

wants to invest in the latest technology so it 

can enjoy the economic benefits of the 

digital economy and increased performance 

gained through innovation. This is where the 

Cloud intervenes. Through Cloud adoption, 

each company can benefit from the 

functionality of the former application and 

in the same time the performance of the 

Cloud. 

Considering the above explanations about 

what cloud computing really is, here comes 

the definition of this article – taking into 

consideration the standards, and our 

practical and theoretical knowledge: “Cloud 

Computing represents a technology 

concerning the application as service and a 

shared pool of configurable computing 

resources over the Internet based on on-

demand system of providing with minimal 

effort and provider interaction. It is a way to 

cut the costs, speed-up deployment of new 

technology and move responsibilities from 

managers to the cloud provider” 

This definition contains some of the most 

important characteristics of cloud 

computing, and some main features that 

come with the implementation and 

deployment of cloud services. It combines  

different views in forming one in order to be 

the most simple and useful so it can be used 

as a definition that most people understand, 

not only  IT professionals. 

In order to be able to fully understand the 

cloud we should forget what we’ve been 

taught before about traditional IT when the 

servers where residing in the same location 

with the company because the inflexibility 

of conventional IT is surpassed by the cloud 

computing service model. 

2. Cloud Characteristics 

The term "Cloud Computing" most likely 

derives from the cloud’s diagram used to 

represent the Internet. The concept started 

when telecommunications companies have 

made a radical shift from point-to-point 

connections to VPNs (Virtual Private 

Network) in 1990. Optimization of the use 

of resources through more efficient load 

balancing work has brought them major 
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savings. The term, Cloud Computing was 

first used in 1997 at Ramnath 

Chellappa’s lecture, when he defined it as 

"a computational paradigm where 

computational limits will be determined by 

economic reasons and not technical 

limitations". 

 
Fig. 1. Proposal for the Graphical Representation of a Cloud 

 

The essence of the Cloud Computing 

concept is mainly in terms of hardware, 

with deep consideration to software also, 

because the processing power is moved 

on the Internet. Thus some servers placed 

at addresses unknown by the user bring 

processing power without physical 

possession, but only virtually by renting 

their computation and storage capacity. 

The Cloud Computing evolution in the 

latest years is one of the greatest 

advances in computing history. Given 

that this technology will reach its 

potential in several years, we must have a 

sound understanding of technology both 

in terms of consumer and provider.  

Cloud Computing is making a lot of 

advances into all aspects of IT. Databases 

in the Cloud will experience major 

architectural changes to take advantage of 

massive scalability and large amount of 

data. A product which was released by 

Oracle especially for database control on 

the Cloud is Oracle Enterprise Manager 

12c. This tool is known for “creating 

business value from IT by leveraging the 

built-in management capabilities of the 

Oracle stack for traditional and cloud 

environments, allowing customers to 

achieve unprecedented efficiency gains 

while dramatically increasing service 

levels.”[8] 

Although many studies are now based on the 

technology itself, there is a great need for 

research of the business implications for 

cloud adoption. In this paper we describe the 

key issues for understanding the concept of 

cloud computing. 

Cloud service models 
The Cloud Computing concept is strictly 

defined in this article through the services of 

three models. The service model describes 

an approach whereby the cloud supplier aim 

to satisfy clients’ demands. 

Cloud Computing provides functionality to 

users as a service. This technology changes 

the angle that we were looking upon 

software and hardware. The owner of a 

business should not invest in physical 

devices. Thus, he must use cloud resources 

as an alternative solution through pay-as-

you-go payment method so he can pay only 

the resources that he needs. The system 

recognizes subsequent requests and provides 

customer the performance they require. 

Although all cloud services work in the 

same way they differ in the abstraction level, 

thus being classified in the following 3 types 

of services: Software as a Service (SaaS), 

Platform as a Service (PaaS) and 

Infrastructure as a Service (IaaS). [6] 
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Fig.2. Visual Model of the NIST definition provided on the concept of Cloud Computing [2] 

 

Software as a Service (PaaS) 

Software as a Service (SaaS) is a 

software service model that provides 

client remote accesses to business 

functionality such as services offered by 

cloud. The customer does not purchase 

software licenses. The infrastructure cost, 

the maintenance, the rights to use 

software support are all gathered in a 

monthly payment or pay as use service. 

The application can be accessed via the 

Internet, the most common web browsers 

that do not require any special hardware 

or software drivers. It can also be 

independent of the computer operating 

system of the machine that uses the cloud 

services. Saas is very similar to web 

applications, spread across three levels: 

user interface, business logic, and data. 

On the other hand SaaS applications have 

special functionalities involving billing 

and measurement methods based on pay-

as-you-go type of payment. 

A major advantage of using SaaS 

applications compared with local 

machines is the fact that the Cloud 

applications are not integrated into 

business applications. Firstly, when you 

want to change supplier, it's all about 

how quickly can managers find a SaaS 

product with more capabilities. There is 

no need to redesign the application, 

analyze it in-depth or worry about 

application maintenance. What you need 

to do is register on the new provider’s 

website, provide access to employees, set 

the information for payment and the 

application is ready to use on the Cloud. 

A confusion that is often seen is the 

misunderstanding created between the 

concept of SaaS and SOA (Service Oriented 

Architecture). SOA is a methodology and a 

framework that defines how services should 

be delivered to serve certain functionalities. 

To differentiate the two concepts we can 

compare SOA with a strategy and SaaS with 

one of the tactics used to reach targets in the 

strategic plan. SOA is a term more abstract 

and cannot be replaced with SaaS or vice 

versa. 

Saas is a way of delivering applications. The 

concept of having applications built up in a 

database supposes to have the freedom to 

access, without installing any complex 

software or hardware. The virtual databases 

maximize the computing resources and it 

improves the ability to predict resource 

usage. We suggest that the operations of the 

database within Saas to be written in such a 

way to maximize concurrency and minimize 

exclusive locking. Databases could be in 

terms of shared schema for Ad-hoc, Custom 

Configuration maturity models - shared 

databases, but also separate databases for 

scalable, configurable, multi-tenant maturity 

models. 

Platform as a Service (PaaS) 

PaaS is a cloud service model working at a 

lower level of abstraction, compared to 

SaaS. The functionalities offered to 

customer are to develop and maintain start-

up cloud based applications. The client has 

no access to infrastructure features such as 

network configuration, CPU performance, 

storage or operating systems. Infrastructure 

is strictly determined and is not in the 
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client’s control. There are still some 

settings that can be changed and 

customized according to customer 

preferences [2] 

PaaS is usually described by three groups 

of services: basic services, infrastructure 

services, application services. The basic 

services contain items such as operating 

systems, storage systems, file and 

database. All these elements are to be 

customized by the client. Infrastructure 

services include authorization, 

authentication, security settings and 

settings for online storage. The third 

group of services, application services 

refers to functionalities such as 

measurement and billing. Cloud 

platforms are very similar to business 

platforms except that they are made to 

operate on the Internet. 

Although the PaaS model is not as 

famous and implemented as SaaS, 

according to Forbes, the year 2012 will 

be the year that PaaS will be used to its 

maximum potential. [5]. 

Our proposition of databases within PaaS 

concept imply to have open source 

databases with high performance in 

replication than native solutions for 

MySQL and also continuous operations 

in order to enable zero-down database 

upgrades. In such a manner the database 

performance scalability solutions will 

offer database high availability and 

incremental performance scaling using 

commodity databases. 

Infrastructure as a Service (IaaS) 

IaaS is a cloud service model working at 

the lowest level of abstraction. Its main 

features are the provision of processing, 

storage space, network and other 

fundamental resources. The hardware 

infrastructure is outside the control of the 

client. However he is able to run different 

software. Sometimes the customer has 

also the option to change some hardware 

settings so as to optimize the solution. 

[2]. 

Many IaaS providers utilize shared 

databases. In the case of any application 

needed to be virtualized and run in an IaaS 

environment there is a need of a relational 

database. Our proposal implies to have such 

databases in IaaS, as they provide the best 

solutions experimented until now. 

3. Cloud Database Adoption 

We already know that Cloud Computing is 

here to improve the capabilities of a 

business but how do we know which is the 

best way to adopt cloud or if the activities in 

our company are ready to adopt a cloud 

solution. Taking into account different 

aspects of our business activity we have to 

make a thorough assessment before taking 

the cloud adoption decision. From out work 

experience we are going to analyze and 

asses the cloud adoption decision in a 

banking environment. Banking applications 

are highly based on databases and the 

quality of the database administration 

reflects onto the application itself. Whether 

you are assembling, managing or developing 

on a cloud computing platform, you need a 

cloud compatible database. This paper 

presents a use-case that shows business 

problems addressed by using Cloud 

computing, describing the business 

considerations that influence an organization 

to use Cloud computing. It is built on the 

structured used by The Open Group and 

enhanced with our own considerations.  

This business use-case template is 

comprised of six main elements: 

1. Category – industry, sector, or 

environment – the category is very 

important due to the particularities that 

each of this category has  

2. Company Background  

3. Business Problem/Description of the 

situation – the migration to cloud can be 

suitable only for certain business  

4. Actors impacted by this business 

problem –is very important to know 

which are the impacted parties when 

adopting the cloud 

5. Key Business Requirements 

(encompasses quality and/or service-

level requirements – where known) 
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6. Business Risks experienced by this 

problem – referring to database 

security, data loss etc, risks [4] 

The following table contains a use case 

for migrating a financial reporting 

application database in the cloud. The 

industry/category referred here is 

represented by the banking environment 

and specifically by an Eastern European 

bank with a local representative in 

Romania. The use case consists in 

migrating the bank’s financial reporting 

application and database in the cloud. 

Category: Banking - Financial 

Reporting 

Company Activity Background 

 The bank here in discussion is a local 

bank forming part of an international 

group. It needs to report last month’s 

financial situation and provide this 

information to the mother bank. The 

bank must address the need to 

produce different reports with 

monthly and yearly financial 

situations to business directors from 

within the bank. It must also hold a 

historical database with all the 

previous reports. 

Business Problem/Description 

 This company lacks the necessary in-

house skills and resources to support 

the high degree of sensitive data that 

is required to support its key business 

processes. Also the financial system 

already implemented for the financial 

reporting is growing on data and 

needs more storage and processing 

power. The data needs to be 

aggregated, filtered, and assembled in 

order to be more useful and generate 

value for the target audience. 

Database administration is a problem 

because of the lack of specialists in 

the bank. 

Actors 

 Bank Directorate 

 Operational Management 

 Business –Controlling- owner of the 

application  

 IT Operations Management 

 Database Administrators 

Business Requirements 

 Need to generate financial reports for 

directors and to provide on time banking 

financial situations reporting to the 

mother bank. Also from the IT 

Operations Management -ensure that 

business activities can be carried out 

during times of additional complexity 

(reporting period, running of the 

application such as calculating transfer 

pricing for whole month data). The 

database needs to hold accurate data for 

reporting purposes. 

Business Risks 

 We have divided this risks in two 

because they connect and are related: 

Database risks: Current business 

operation is exposed to disaster and 

recovery backup processes either being 

insufficient or not in place; Database 

errors are frequent and hard to solve. 

 Business risk : Lost information 

contributes to poor business decisions. 

 Loss of business continuity across 

processes and new ventures; Significant 

loss of assets or revenue flow; Loss of 

transparency for stakeholders Inadequate 

governance due to lack of timely and 

inefficient reporting. 

Modernization 

Company Background 

 This bank must address modernization 

of its reporting’s processes and 

applications. However, they do not have 

the skills in-house to conduct such 

activities. Existing business services and 

assets are out-of-date and need 

modernization. They are using an old 

database processing system. 

Business Problem/Description 

 Business needs to have performance in 

the reporting process and to shorten the 

reporting time from 15 banking days to 

less than 10.Business does not have the 

skills in-house to transition via Cloud 

facilitation to modernize business 

processes. 

Actors 

 Business Procurement Management 
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 Controlling Department 

 Project Management 

 Data Center Management 

 IT Operations Management 

 Database Administrators 

Business Requirements 

 Need to modernize infrastructure 

 Need to modernize applications 

 Need to modernize business processes 

 Improve employee skills 

 Better performance 

Business Risks 

 Lose of performance 

 Losing opportunities due to inability 

to support new technology 

 Impact on existing contracts for 

support, licensing, and services. 

Limited licenses for database related 

products. 

Rapid Business Capacity & Scale 

 Company Background 

 This business needs to scale up its 

operations rapidly, including 

increased IT capacity – within a short 

cycle of days to a few months – to 

meet specific operating workloads.In 

particular the bank needs to develop a 

daily reporting system similar to the 

monthly one. Developing this system 

will need a tasting environment 

similar to the production one. The 

capacity needed will be covered by a 

lot of purchases translated into 

EXPENSE. 

Business Problem/Description 

 There is deficiency of resources and 

capacity to meet business activity 

demand to support day and night time 

peak loads. The company is facing 

issues such as how to balance 

compute workloads better; how to 

optimize costs of operations; and how 

to follow variable demands of service 

effectively and 

efficiently at lower cost. 

4. Conclusions 

As conclusion, we strongly recommend 

enterprises to adapt cloud services no matter 

the field they’re in. Before that however it is 

necessary to follow and analyze every issue 

according to particular business and finally 

deploy cloud services based on that analysis. 

In cloud adoption as we stresses above it is 

very important to know the essential 

elements of the technology that you want to 

have in your company   and on these core 

elements analyze and build your own 

business cloud functionalities. 
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In the scope of portal development, in order to talk about security issues, concerns, and 

solutions, it is necessary to define a few terms: authentication, authorization, Single Sign-On 

(SSO), confidentiality, integrity, and non-repudiation. Focusing on the scope of what the 

portal developer and designer need to know, below it will be explained these concepts, 

considering it is important to define and make a brief analysis of these terms for 

understanding of achieving the security goals. 
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Introduction 

In recent years, more and more 

companies have been creating portals in 

order to offer to their employees, partners 

and customers to access critical and 

sensitive information. Most portal 

developers have applied high level security 

challenges in this regard. Many vendors 

have created particular interrelated 

solutions for some of the security 

requirements, trying to tie developers to a 

particular product. Generally, this is a good 

choice and often works well until the 

product doesn’t work [11]. In this case, the 

software is no longer supported, or you 

need to readjust the architecture. Of course 

that a developer who has been in that boat 

feels his pain because he has been there. It 

appears a question: How can portal 

developers meet their security challenges 

with a standards-based, open-source 

security solution? This paper answers that 

question – first, presenting some essential 

security concepts, and then by highlighting 

you standards, techniques and open-source 

tools that it can use in order to secure your 

portal solution [8].  

Second, this paper will talk about Grid 

portals, which are an increasingly popular 

mechanism for creating customizable, 

Web-based interfaces to Grid services and 

resources. Due to the powerful, general-

purpose nature of Grid technology, the 

security of any portal or entry point to such 

resources cannot be taken lightly, in 

particular if the portal is running inside of 

the trusted perimeter, such as a Science 

Gateway running on an SDSC machine for 

access to the TeraGrid. 

 

2. Core Security Concepts. 

First, we will talk about the main concepts 

regarding portal security 

 

2.1. Authentication 

Authentication is the first point in 

providing access control and this involves 

validating the identity of a user. Most of 

cases in a portal environment, 

authentication may be achieved through 

user name/password login, validating a 

user’s client certificate, or through 

validation via smart card or biometric 

device. 

In order to proceed, authentication it is 

necessary to develop a solution which is 

usually based on a repository for validating 

these identities and integrating it with the 

system. Regarding it, a mutual 

authentication means to provide the 

identification for both of parties involved 

in communication, and this is done using a 

particular security protocols, such as 

SSL/TLS. To ensure that the message was 

sent by the expected sender, it is used a 

1 
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message origin authentication which is not 

replayed. [15] 

Being one of the most important aspects to 

providing security, authentication at the 

portal level will dictate how your 

application interacts with other enterprise 

applications and Web services. [7] 

 

2.2.Authorization 

When an user is validated, the next step we 

have to assume is what the user has 

permission to do. The access control 

separation in two distinct mechanisms, 

authentication and authorization, provides 

a logical separation of first validating 

identity, and then validating what 

resources that entity has access to consume 

or produce. Authorization defines the user 

permissions, roles, and other useful 

credentials which are used to permit access 

to certain portal services. An access control 

strategy – Role-Based Access Control 

(RBAC) is provided – (useful because of 

capability is prevalently in J2EE 

architectures). 

In extension, RBAC (as framework for the 

authorization management of credentials) 

is essentially useful in many portals, 

relational databases, or commercial web-

based systems. As it can be seen in Figure 

1, a key component of RBAC maps roles 

to permissions, and maps users to roles. 

There are also shown views of some 

authorization mechanisms of the traditional 

access control – using Access Control Lists 

(ACLs). So far, large and complex ACLs 

made links users-permissions, and 

restricted access to resources by 

permissions and users. Because there are 

many cases when the number of 

permissions is usually very high, an access 

control lists for discretionary access can be 

difficult to be kept (with subject -object 

mappings). So, generally, abstracting the 

user and the resources permissions is very 

useful in authorization management. [15] 

 
Fig. 1. Key component of RBAC 

 

Although, in a certain organization, 

mapping these permissions to never-

changing roles can happen at one time and 

users can be assigned and unassigned to 

these roles during the lifetime of the 

individual, making the access management 

control easier to keep. [9] 

I consider that the most difficult part of 

setting up a role-based access control is 

that an organization must define its roles 

based on the proper processes. They 

consider that the technical part of the 

solution is the easiest phase. They have to 

provide an enough flexible schema in order 

to be able to cope the reorganization’s 

rigors. With “Introduction to Role-Based 

Access Control”, NIST (see references) 

provides an appropriate explanation: “With 

role-based access control, access decisions 

are based on the roles that individual users 

have as part of an organization. Users take 

on assigned roles (such as doctor, nurse, 

teller, manager). The process 

of defining roles should be based on a 

thorough analysis of how an organization 

operates and should include input from a 



Database Systems Journal vol. III, no. 2/2012                                                                                               51 

 

wide spectrum of users in an 

organization.” ([10], pp1) 

 

2.3.Confidentiality 

Keeping the information secret it is 

mandatory when sensitive information is 

sent. Confidentiality is considered the 

security goal for hiding information and 

encryption it is an appropriate solution to 

provide it. With encryption, a plaintext 

message is modified with a cryptographic 

algorithm in order to produce a ciphertext 

message. In the same time, it is a must to 

have the possibility to decrypt the data 

using a key. Many different 

encryption/decryption algorithms, even if it 

is about a symmetric algorithms (secret-

key) or an asymmetric algorithms (public 

key), can be used to offer different 

protection levels of sensitive data. 

Different things like key management for 

distributing keys, ciphers to use, and 

cryptographic protocols that provide these 

services, are needed to create solutions in 

order to satisfy confidentiality 

requirements. [12] 

Many higher-level protocols like Transport 

Layer Security (TLS) and Secure Sockets 

Layer (SSL) (its later version), offer bulk 

encryption between two points. At this 

level, the cipher is determined and the 

encryption key is known at the beginning 

of the protocol in order to establish a 

“shared secret” understood on both sides. It 

is good to know that SSL is a point-to-

point protocol which can be used for one-

way or two-ways authentication between 

two points only. Generally, it is enough 

such a session for environments with a 

simple client and server in order to protect 

the data confidentiality in the transmission.  

Encryption requirement. If you have some 

encryption requirements, the portal should 

be able to put it up, but the portal architect 

has to foresee that the cryptographic 

mechanisms will impact the performance. 

[13] 

Requirements. Generally, to have 

requirements satisfied, it is enough to have 

a simple SSL/TLS connection between the 

user and the portal. If not, that means it is 

necessary to be size encryption between 

the user, the portal, and all nodes, web 

services involved and enterprise 

applications in the solution. (thereby, the 

solution becoming a bit more difficult). 

Secret data. If it is needed to keep some 

confidential information away from web 

services (the encryption needs to be 

directly between the portal and the 

eventual data source), you will need a 

shared secret between the portal and the 

data source (not just bulk encryption 

between the nodes). Here, XML 

Encryption, a W3C standard, being quite 

useful for this. [12] 

 

2.4.Data Integrity 

In transit, ensuring a non-altered data is a 

must. To validate the integrity of a 

message means to use techniques in order 

to prove that data integrity is kept. Because 

on a TCP/IP network could occur some 

message injection, packet tampering, or IP 

spoofing, many applications require a 

digital signatures, a MAC (Message 

Authentication Codes), or hash algorithms. 

The portal’s architecture offers integrity 

challenges regarding users and the portal, 

and also between portal, web services and 

the enterprise data source. Beginning from 

requirement set, SSL/TLS may provide it 

(message integrity between users and 

portal). In addition, other standards can be 

used to achieve integrity. One example is 

XML Signature (a W3C standard), which 

provides message integrity in addition to 

non-repudiation (see the next paragraph). 

A mechanism that achieves such a solution 

for Web services is provided by OASIS 

Web Services Security specification. 

 

2.5. Non-repudiation 

The side effect of digitally signing a 

message is called non-repudiation, which 

is a security service used when a user has 

sent a transaction or a message. There are 

many business-to-business (B2B) systems 

where non-repudiation is often an essential 

requirement. Considering the digital 
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signature is based on public key 

encryption, the sender of the message 

cannot repudiate successfully the fact that 

he signed the message. Although non-

repudiation is tied in the context of an user 

signing something, we also can bring this 

term when discuss about an enterprise with 

portals, applications, and web services. A 

portal may sign a portion of its message to 

a Web service, and a Web service may sign 

a portion of its messages. A side effect of 

digitally signing a document is also 

integrity. Because the signed message is 

actually the signature of the hash of the 

message used for proving integrity, many 

simply view non-repudiation as very 

strong integrity. XML Signature is a W3C 

standard used for providing non-

repudiation, and is used in other standards, 

such as the WS-Security standard. The 

following section describes such standards. 

[12] 

 

2.6. Auditing 

Audit is the process of verifying that 

security requirements have been satisfied, 

with corrections suggested where they 

haven’t been met. Essential to effective 

auditing is that actions are traced and 

logged through all parts of the system. 

With web applications, this means that 

logging of significant operations must 

happen in the web server, web application 

and data layer, in addition to the web 

application itself. Events of interest 

include: errors, failures, state accesses, 

authentication, access control and other 

security checks, in addition to application-

specific operations and actions. Care must 

be taken to protect the integrity of logging 

and trace data, even (and perhaps 

especially) in the case of system failures. 

Logs that are tampered with or destroyed 

are useless in performing an effective 

audit. Auditing of log and trace data can 

either be done manually or it can be 

automated and often a combination of both 

is used. Either way, auditing should be 

done on a regular basis. Automated 

systems that continually monitor, detect, 

and in some cases even correct (or at least 

recommend corrections for) security 

problems can be particularly useful for 

maintaining a secure web application. 

Somewhat related to logging and auditing, 

Web applications should be careful to 

ensure that errors or failures somewhere in 

the system do not introduce security 

vulnerabilities. Attackers, for instance, are 

often able to exploit the detailed error 

information provided by web applications 

to gain unauthorized access. 

 

2.7. Session Management.  
Web-based applications, in contrast to 

desktop-based application clients, have a 

challenge with regard to where client-

related state information is stored. A 

desktop application would store state 

locally on the client machine, but because 

of the relatively stateless nature of the web 

browser, client state in web applications 

tends to be stored remotely on the server. 

The challenge then becomes securely 

managing and associating session state 

with an authenticated client identity. 

Unlike the other areas mentioned above, 

session state management is not strictly a 

security concern. However, the potential 

for security vulnerabilities in this area as 

well as its unique relevance to web 

applications merit its discussion here. 

Many web application containers include 

built-in session management capabilities, 

and in most cases, it is desirable to 

leverage this functionality where possible. 

When session state management must be 

built by the web application, care must be 

taken to ensure that session state can not be 

tampered with and is securely (i.e., 

cryptographically) and consistently 

mapped to an authentication token. From 

the client perspective, session identifiers 

are often included in cookies that are 

automatically saved and presented by the 

web browser. Such information could also 

be presented elsewhere in user input data. 

Care must be taken to protect the integrity 

and confidentiality of these session 

identifiers as attackers can use this 
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information to gain unauthorized access to 

the system (see the attack scenario below). 

As much as possible web application 

interfaces should be constructed such that 

users can keep their session state secure 

(often this means including sensible logout 

procedures, among other things). 

 Grid Portal Security Requirements 

So far, we discussed about security 

concepts (for portal). From now on, we 

will present the security needs of web 

applications discussed above. 

To their advantage, Grid resources tend to 

have their own security (authentication and 

authorization in particular) mechanisms in 

place, so breaking into a Grid portal, while 

concerning, may not necessarily allow the 

attacker access to backend Grid resources. 

For instance, simply being able to submit 

jobs through a portal is not useful without 

proper Grid credentials to authenticate to 

the actual job execution service. 

Consequently, the key security challenge 

of most Grid portals is that at some level, 

they manage Grid credentials on behalf of 

clients. Compromised Grid credentials are 

an extremely serious security breach 

because they allow an attacker to 

effectively impersonate a valid Grid user 

until the credentials are revoked or expire. 

Thus, extra care must be taken in the 

management of these Grid credentials, 

which can effectively be viewed as a 

special kind of session state. The integrity 

and confidentiality of these credentials 

must be maintained even in the case of 

errors or failures. Accesses to the 

credentials should be logged and 

monitored continuously for suspicious 

behavior. Further the credentials, 

especially if stored on disk must be 

protected from other users or applications 

running on the web application server. A 

compromise elsewhere in the server’s 

software stack should not lead to 

compromise of user’s Grid credentials. 

 

Vulnerabilities of Web Applications 

A great challenge in developing secure 

web applications is that the vulnerabilities 

in any component of the architecture can 

often result in compromise of the web 

application as a whole. For instance, even 

though the code of a particular web 

application might be carefully written and 

free of security holes, vulnerabilities in the 

web server could still be exploited, causing 

the secure web application to be hijacked 

or overridden with a malicious version. 

Another challenge of the architectural 

complexity of many web applications is 

that it is often difficult to configure all of 

the components correctly and securely. So, 

even if the components as developed are 

free of security vulnerabilities, 

misconfiguration can unwittingly open the 

web application to compromise. 

The Open Web Application Security 

Project (OWASP) compiled a list of ten of 

the most common security vulnerabilities 

afflicting Web applications [17] (and thus 

Grid portals, which are just a specific type 

of web application): 

 Unvalidated Parameters – input 

contained in web requests is not properly 

checked (by the application) before being 

acted on. Attackers can craft parameters to 

hijack the application or cause it to behave 

in dangerous, unexpected ways. Injection 

Flaws, Buffer Overflows, and XSS Flaws 

are all specific types of Unvalidated 

Parameter vulnerabilities. 

 Broken Access Control – access 

control mechanisms work inconsistently or 

incorrectly, allowing unintended access to 

resources. This is particularly troublesome 

for web application administrative 

interfaces. 

 Broken Authentication and Session 

Management – authentication problems 

can range from weak authentication 

mechanisms that are easily broken (plain 

text secrets to retrieve forgotten 

passwords), to insufficient session 

protection (exploiting access to one set of 

session information to gain access to 

someone else’s) to forged sessions or 

session cookies (allowing session 

impersonation). 
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 Cross-Site Scripting (XSS) Flaws – 

involves exploiting an invalidated 

parameter vulnerability to send a script to 

the web application that is in turn delivered 

to and executed by the end user’s web 

browser. Buffer Overflows – specially 

crafted input results in the execution of 

arbitrary code on the target server. This is 

particularly problematic if the server is 

running as root or an administrator account 

as the malicious code will also have those 

privileges. In general, Java applications do 

not suffer from this type of vulnerability 

(although the JVM itself could). 

 Injection Flaws – in contrast to the 

other invalidated parameter attacks, this 

refers to when injected code or command 

strings are passed through the web 

application directly to some backend 

system. SQL injection attacks are probably 

the most common. 

 Improper Error Handling – this type 

of vulnerability surfaces when error 

messages displayed to the user in some 

way reveal details about how the system or 

application works (the attacker could then 

exploit this knowledge). This is typically a 

problem when very detailed stack traces 

are displayed to the user giving some 

information of the structure of the code and 

its operation. Attackers can also probe for 

inconsistencies in error messages returned 

(“file not found” vs. “access denied”) to 

gain a better understanding of the 

application. 

 Insecure Storage – storage of 

sensitive data (passwords, account 

information, etc.) without proper 

encryption or access control mechanisms. 

This could be on disk, in a database, or in 

memory. Usually one of the other exploits 

is needed to actually gain access to this 

insecure data. 

 Denial of Service – when the sheer 

volume of requests to the web application 

overwhelms the capacity, denying access 

to legitimate users. This is usually an even 

more troublesome problem as web server 

DoS attacks (like SYN flooding), because 

it’s very hard for web applications to 

distinguish between legitimate and 

malicious requests. The complexity of web 

applications usually means a fairly low 

threshold of concurrent connections needs 

to be exceeded to deny access. 

 Insecure Configuration Management 

– problems here range from unpatched 

software to unchanged insecure default 

settings to outright configuration mistakes 

caused by incomplete or incorrect 

understanding of some very complex 

software. Clearly this is a human problem 

as much as a software problem, but 

delivering software that’s easy to 

understand, easy to configure and comes in 

a secure configuration out of the box 

would certainly help. 

 

2.8. Key Security Standards 

With a significant role in portal 

development, we will continue with a brief 

overview of security standards which a 

portal developer needs to know. 

 

2.8.1. SSL and TLS 

Created by Netscape, SSL (Secure Sockets 

Layer) and TLS (Transport Layer Security) 

are higher-level encryption protocols that 

are used to assure data integrity and 

confidentiality between two points. Also, 

they can be used for mutual authentication 

when both parties have digital certificates. 

Although, the both are very similar 

(because TLS is based on SSL) and in 

most cases we simply refer to both 

protocols as SSL, they will not interoperate 

(there are subtle differences).  

In an easy-going language, SSL with 

HTTP are called HTTPS Sessions (a 

process providing confidential web 

transmission). A portal developer consider 

that a SSL session can protect 

confidentiality and data integrity between 

the user and the portal, but also between 

the portal and its next communication 

point. [12] 

 

2.8.2. XML Encryption 

Being used to encrypt elements of an XML 

document, XML Encryption is a W3C 
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standard that operates XML documents 

and XML element-level confidentiality. It 

can be used with key exchange algorithms 

and public key encryption in order to 

encrypt documents to different parties. A 

great advantage of XML encryption 

(unlike SSL, which is decrypted at each 

point) is that it can be used in solutions 

with multiple network nodes between the 

portal and the data source. 

 

2.8.3. XML Signature 

XML Signature is a W3C standard that 

assures the message integrity and non-

repudiation of XML documents. Any part 

of an XML document can be digitally 

signed – becoming self-validating when it 

has a public key. XML Signature is based 

on a public key technology in which the 

hash of a message is cryptographically 

signed; this provides integrity and non-

repudiation. When portal communicates 

with Web services, XML Signature has an 

important role. Because of self-validating, 

user’s credentials can be put on SOAP 

messages beyond the portal. [14] 

 

2.8.4. SAML 

Security Assertion Markup Language 

(SAML), is an OASIS standard which is 

used for pass authentication and 

authorization information between 

different parts. In a portal environment, a 

portal can “declare” that it authenticated a 

user, having in the same time some certain 

security credentials. A SAML assertion 

can be digitally signed using XML 

Signature. It is good to know that SAML 

can solve significant challenges in Web 

services security, because signed SAML 

can travel between different platforms and 

organizations. Anyone trusting the signer 

will trust the credential. SAML is an 

important standard, and many open-source 

toolkits are available. [12] 

 

3. Grid construction – General 

principles 

This section briefly highlights some of the 

general principles that underlie the 

construction of the Grid. In particular, the 

idealized design features that are required 

by a Grid to provide users with a seamless 

computing environment are discussed. 

Four main aspects characterize a Grid: 

 Multiple administrative domains and 

autonomy. Grid resources are 

geographically distributed across multiple 

administrative domains and owned by 

different organizations. The autonomy of 

resource owners needs to be honored along 

with their local resource management and 

usage policies. 

 Heterogeneity. A Grid involves a 

multiplicity of resources that are 

heterogeneous in nature and will 

encompass a vast range of technologies. 

 Scalability. A Grid might grow from a 

few integrated resources to millions. This 

raises the problem of potential 

performance degradation as the size of 

Grids increases. Consequently, apps. that 

require a large number of geographically 

located resources must be designed to be 

latency and bandwidth tolerant. 

 Dynamicity or adaptability. In a Grid, 

resource failure is the rule rather than the 

exception. In fact, with so many resources 

in a Grid, the probability of some resource 

failing is high. Resource managers or 

applications must tailor their behavior 

dynamically and use the available 

resources and services efficiently and 

effectively. [3] 

 

The components that are necessary to form 

a Grid are as follows: 

 Grid fabric. This consists of all the 

globally distributed resources that are 

accessible from anywhere on the Internet. 

These resources could be computers (such 

as PCs or Symmetric Multi- Processors) 

running a variety of operating systems 

(such as UNIX or Windows), storage 

devices, databases, and special scientific 

instruments such as a radio telescope or 

particular heat sensor. 

 Core Grid middleware. This offers core 

services such as remote process 

management, co-allocation of resources, 
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storage access, information registration and 

discovery, security, and aspects of Quality 

of Service (QoS) such as resource 

reservation and trading. 

 User-level Grid middleware. This 

includes application development 

environments, programming tools, and 

resource brokers for managing resources 

and scheduling application tasks for 

execution on global resources. 

 Grid applications and portals. Grid 

applications are typically developed using 

Grid-enabled languages and utilities such 

as HPC++ or MPI. An example 

application, such as parameter simulation 

or a grand-challenge problem, would 

require computational power, access to 

remote data sets, and may need to interact 

with scientific instruments. Grid portals 

offer Web-enabled application services, 

where users can submit and collect results 

for their jobs on remote resources through 

the Web. 

 

In attempting to facilitate the collaboration 

of multiple organizations running diverse 

autonomous heterogeneous resources, a 

number of basic principles should be 

followed so that the Grid environment: 

 does not interfere with the existing site 

administration or autonomy; 

 does not compromise existing security of 

users or remote sites; 

 does not need to replace existing 

operating systems, network protocols, or 

services; 

 allows remote sites to join or leave the 

environment whenever they choose; 

 does not mandate the programming 

paradigms, languages, tools, or libraries 

that a user wants; 

 provides a reliable and fault tolerant 

infrastructure with no single point of 

failure; 

 provides support for heterogeneous 

components; 

 uses standards, and existing 

technologies, and is able to interact with 

legacy applications; 

 provides appropriate synchronization and 

component program linkage. [3] 

 

As one would expect, a Grid environment 

must be able to interoperate with a whole 

spectrum of current and emerging 

hardware and software technologies. An 

obvious analogy is the Web. Users of the 

Web do not care if the server they are 

accessing is on a UNIX or Windows 

platform. From the client browser’s point 

of view, they ‘just’ want their requests to 

Web services handled quickly and 

efficiently. In the same way, a user of a 

Grid does not want to be bothered with 

details of its underlying hardware and 

software infrastructure. A user is really 

only interested in submitting their 

application to the appropriate resources 

and getting correct results back in a timely 

fashion. An ideal Grid environment will 

therefore provide access to the available 

resources in a seamless manner such that 

physical discontinuities, such as the 

differences between platforms, network 

protocols, and administrative boundaries 

become completely transparent. In essence, 

the Grid middleware turns a radically 

heterogeneous environment into a virtual 

homogeneous one.  

 

The following are the main design features 

required by a Grid environment. 

 Administrative hierarchy. An 

administrative hierarchy is the way that 

each Grid environment divides itself up to 

cope with a potentially global extent. The 

administrative hierarchy determines how 

administrative information flows through 

the Grid. 

 Communication services. The 

communication needs of applications using 

a Grid environment are diverse, ranging 

from reliable point-to-point to unreliable 

multicast communications. 

The communications infrastructure needs 

to support protocols that are used for bulk-

data transport, streaming data, group 

communications, and those used by 

distributed objects. 
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 The network services used also provide 

the Grid with important QoS parameters 

such as latency, bandwidth, reliability, 

fault-tolerance, and jitter control. 

 Information services. A Grid is a 

dynamic environment where the location 

and types of services available are 

constantly changing. A major goal is to 

make all resources accessible to any 

process in the system, without regard to the 

relative location of the resource user. It is 

necessary to provide mechanisms to enable 

a rich environment in which information is 

readily obtained by requesting services. 

The Grid information (registration and 

directory) services components provide the 

mechanisms for registering and obtaining 

information about the Grid structure, 

resources, services, and status. 

 Naming services. In a Grid, like in any 

distributed system, names are used to refer 

to a wide variety of objects such as 

computers, services, or data objects. The 

naming service provides a uniform name 

space across the complete Grid 

environment. Typical naming services are 

provided by the international X.500 

naming scheme or DNS, the Internet’s 

scheme. 

 Distributed file systems and caching. 

Distributed applications, more often than 

not, require access to files distributed 

among many servers. A distributed file 

system is therefore a key component in a 

distributed system. From an applications 

point of view it is important that a 

distributed file system can provide a 

uniform global namespace, support a range 

of file I/O protocols, require little or no 

program modification, and provide means 

that enable performance optimizations to 

be implemented, such as the usage of 

caches. [3] 

 Security and authorization. Any 

distributed system involves all four aspects 

of security: confidentiality, integrity, 

authentication, and accountability. Security 

within a Grid environment is a complex 

issue requiring diverse resources 

autonomously administered to interact in a 

manner that does not impact the usability 

of the resources or introduces security 

holes/lapses in individual systems or the 

environments as a whole. A security 

infrastructure is the key to the success or 

failure of a Grid environment. 

 System status and fault tolerance. To 

provide a reliable and robust environment 

it is important that a means of monitoring 

resources and applications is provided. To 

accomplish this task, tools that monitor 

resources and application need to be 

deployed. 

 Resource management and scheduling. 

The management of processor time, 

memory, network, storage, and other 

components in a Grid is clearly very 

important. The overall aim is to efficiently 

and effectively schedule the applications 

that need to utilize the available resources 

in the Grid computing environment. From 

a user’s point of view, resource 

management and scheduling should be 

transparent; their interaction with it being 

confined to a manipulating mechanism for 

submitting their application. It is important 

in a Grid that a resource management and 

scheduling service can interact with those 

that may be installed locally. 

 Computational economy and resource 

trading. As a Grid is constructed by 

coupling resources distributed across 

various organizations and administrative 

domains that may be owned by different 

organizations, it is essential to support 

mechanisms and policies that help in 

regulate resource supply and demand [1], 

[2]. An economic approach is one means 

of managing resources in a complex and 

decentralized manner. This approach 

provides incentives for resource owners, 

and users to be part of the Grid and 

develop and using strategies that help 

maximize their objectives. 

 Programming tools and paradigms. Grid 

applications (multi-disciplinary apps.) 

couple resources that cannot be replicated 

at a single site even or may be globally 

located for other practical reasons. A Grid 

should include interfaces, APIs, utilities, 
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and tools to provide a rich development 

environment. Common scientific 

languages such as C, C++, and Fortran 

should be available, as should application-

level interfaces such as MPI and PVM. A 

variety of programming paradigms should 

be supported, such as message passing or 

distributed shared memory. In addition, a 

suite of numerical and other commonly 

used libraries should be available. 

 User and administrative GUI. The 

interfaces to the services and resources 

available should be intuitive and easy to 

use. In addition, they should work on a 

range of different platforms and operating 

systems. They also need to take advantage 

of Web technologies to offer a view of 

portal supercomputing. The Web-centric 

approach to access supercomputing 

resources should enable users to access any 

resource from anywhere over any platform 

at any time. That means, the users should 

be allowed to submit their jobs to 

computational resources through a Web 

interface from any of the accessible 

platforms such as PCs, laptops, or Personal 

Digital Assistant, thus supporting the 

ubiquitous access to the Grid. The 

provision of access to scientific 

applications through the Web (e.g. RWCPs 

parallel protein information analysis 

system [16]) leads to the creation of 

science portals. [3] 

 

4. Conclusion 
Nowadays, security is a hot topic and it is 

obvious that data needs to be protected. 

Taking into consideration that architects, 

portal administrators and, of course, 

developers are faced with a variety of 

factors when planning for portal 

application security, it is very important do 

not forget the significant role of security 

aspects and required standards in portal 

development. 

According to the American Heritage 

Dictionary, a portal is “a doorway, 

entrance, or gate, especially one that is 

large and imposing”. The intent behind 

such structures is really one of security, to 

allow the welcome visitors through, while 

keeping unwelcome intruders out. From a 

technological perspective, a portal is 

something that provides a convenient entry 

point to resources, applications or content 

located elsewhere. Early Web portals were 

typically web sites with search engines or 

indexes to other content on the World 

Wide Web. 

Since all of the content accessible through 

these web portals was publicly available 

anyway, everyone was welcomed in and 

security was barely a concern. In Grid 

computing, the resources of interest are not 

websites, but data and computational 

resources, services and applications. Thus, 

the goal of a Grid portal is to provide a 

convenient entry point to these Grid 

resources, typically via a Web-based front-

end. While many Grid portals expose 

relatively general purpose functionality 

like launching jobs for remote execution or 

retrieving remotely-stored data, they can 

also include application specific interfaces 

customized for a particular domain. 

Security gains prominence in Grid portals 

largely because of the nature of the Grid 

resources they expose. Many Grids link 

together powerful clusters of 

computational power and large scale data 

stores containing confidential, classified or 

proprietary information. A compromised 

Grid portal could allow an attacker to 

harness these powerful computational 

resources to launch a large scale attack 

elsewhere on the Internet or to gain user 

access to probe for privilege escalation or 

root compromise, for example. 

Generally speaking, “We’ve done 

tremendous work to secure computers but 

nothing to secure the human operating 

system. To change human behaviour, you 

need to educate and train employees, not 

just once a year but continuously. Like you 

continually patch computers and 

applications, you’re continually training 

and patching human operating systems.” 

([5], pp.1) 
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