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Abstract. This paper presents a holistic approach to biological and agricultural research fo-

cused on the use of interconnected technologies in the context of climate change. Researchers 

from different countries have analyzed how smart technologies can help agriculture adapt to 

these changes. The most representative works in the field are analyzed. Among these technolo-

gies are graph database systems such as Neo4j, which have demonstrated success in predicting 

the studied phenomena. The paper describes the development of a soybean crop productivity 

prediction model using monthly and annual data of meteorological phenomena such as precip-

itation, air temperature, hydrothermal coefficient, soil moisture and others. Some of the results 

of this promising research are also presented. 
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Introduction 

Biological and agricultural systems are 

complex and can be better understood 

through a holistic approach. The concept of 

holism suggests that the components of or-

ganisms, biological networks, and the envi-

ronment are more than their sum [1]. The 

term holistic comes from holos which 

means everything, and the holistic approach 

means looking at the problem from all 

points of view (or from above) [2]. This ap-

proach has led to significant developments 

in the life sciences and environmental sus-

tainability, particularly by studying the in-

teractions between the components of bio-

logical systems and how they describe the 

functions and behavior of the systems [3,4]. 

Systems biology is the computational and 

mathematical analysis and modeling of 

complex biological systems, integrating 

many scientific fields, including biology, 

computer science, bioinformatics, biophys-

ics, bioengineering, and others [5]. This dis-

cipline aims to study the complex interac-

tions within biological systems and uses a 

holistic approach to predict how these sys-

tems evolve and adapt to various economic, 

social and environmental conditions [6]. 

The goal is to develop durable, sustainable 

and resilient solutions to global problems 

such as food, health and the environment. 

This mode of research refers to an inte-

grated perspective that considers the inter-

connections and interdependencies between 

the various aspects of these fields. A certain 

phenomenon is determined by a number of 

factors. Each of the factors has an impact 

with a certain weight on the whole 

phenomenon. This approach aims to de-

velop sustainable agricultural and economic 

systems that take into account environmen-

tal impact, plant health and productivity, 

human and animal health and welfare [7]. In 

addition, it provides a more comprehensive 

and accurate understanding of biological 

systems and helps to develop more sustain-

able and efficient practices in the manage-

ment of natural resources[8]. Holistic re-

search aims to promote more efficient and 

ecological agricultural practices that in-

crease the sustainability of agricultural sys-

tems, ensuring adequate food production, 

while reducing the negative impact of agri-

cultural activities on the environment and 

society. It promotes innovative agricultural 

practices, green technologies and conserva-

tion of natural resources. 
 

2. Holistic Research in Biology  

and Agriculture. 

In scientific research there are a lot of re-

sources available, scientific papers that ex-

plore the holistic approach in biology, agri-
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culture and agricultural economics and con-

tinue to develop as global problems become 

acute, emphasizing the need for better and 

more sustainable solutions to the problems 

in these fields. Among the most relevant 

works can be listed: 

• "Ecological resilience, biodiversity, and 

scale" - published by Carl Folke and his 

collaborators in the Annual Review of 

Ecology and Systematics, this article ex-

plores the concept of ecological resili-

ence and the importance of biodiversity 

in the development of sustainable sys-

tems. The authors emphasize the need for 

a holistic approach in addressing envi-

ronmental problems, to avoid fragmented 

solutions limited to a single problem [9]. 

• "Organic Agriculture and the Global 

Food Supply" - published by Catherine 

Badgley and her colleagues in Renewa-

ble Agriculture and Food Systems, this 

article examines the potential of organic 

agriculture to meet global food demand 

sustainably. The authors argue that or-

ganic farming can help reduce environ-

mental impact, improve human health 

and support the local agricultural econ-

omy [10]. 

• "The Holistic Management of Range-

lands: A Model for Sustainable Livestock 

Production in Arid Zones" - published by 

Allan Savory and Jody Butterfield in the 

Journal of Sustainable Agriculture, this 

article describes a holistic method of 

managing rangelands in arid zones. The 

authors argue that this approach can sup-

port biodiversity and sustainable agricul-

tural production, as well as improve the 

welfare of animals and local farming 

communities [11]. 

• "Agroecology: A Transdisciplinary, Par-

ticipatory and Action-oriented Ap-

proach" by Miguel Altieri and Clara 

Nicholls. This article explores the con-

cept of agroecology as a holistic ap-

proach to the development of sustainable 

agriculture, involving collaboration be-

tween researchers, farmers and local 

communities [12]. 

• "Holistic Management: A New Frame-

work for Decision Making" by Allan Sa-

vory. This book presents the holistic ap-

proach to land management, which en-

courages decision-making based on the 

impact on ecosystems and local commu-

nities, rather than profit maximization 

[13]. 

• "Ecological Economics: Principles and 

Applications" by Herman Daly and 

Joshua Farley. This book presents the 

principles of ecological economics, 

which integrates economics with ecology 

and the limitations of natural resources 

and the environment in the process of 

economic development [14]. 

• "The Triple Bottom Line: How Today's 

Best-Run Companies Are Achieving 

Economic, Social, and Environmental 

Success - and How You Can Too" by An-

drew Savitz. This book explores the con-

cept of "triple impact" (economic, social 

and environmental) and how companies 

can integrate this approach into their 

business strategies [15]. 

• "Sustainable agriculture in Romania: the 

potential and challenges in the context of 

climate change" - published by Daniela 

Luca and her collaborators in the Journal 

of Research and Social Intervention, this 

article analyzes the potential and chal-

lenges of sustainable agriculture in Ro-

mania in the context of climate change. 

The authors emphasize the need for a ho-

listic approach, which takes into account 

the complex interactions between the dif-

ferent components of the agricultural sys-

tem and integrates sustainable agricul-

tural practices, as well as technological 

and social innovations [16]. 

In the context of climate change, the holistic 

approach becomes increasingly important 

in the development of sustainable and resil-

ient agricultural systems. This involves 

adopting an integrative perspective, which 

takes into account the complex interactions 

between the different components of the ag-

ricultural system, as well as its impact on 

the environment and local communities. 
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Here are some examples of relevant scien-

tific papers in this field: 

• "Agroecology and Sustainable Agricul-

ture for Climate Change Adaptation and 

Mitigation: A Review" - published by 

Emmanuel Torquebiau and his collabora-

tors in Sustainability, this article explores 

how agroecology can be used to address 

the challenges of climate change. The au-

thors emphasize that agroecology can 

contribute to reducing greenhouse gas 

emissions, improving biodiversity and 

protecting natural resources, as well as 

increasing food security and the well-be-

ing of agricultural communities [17]. 

• "Climate Change and Agriculture:  

Advancing Knowledge and Mitigation 

Options" - published by Cynthia 

Rosenzweig and her colleagues in the 

Annual Review of Environment and Re-

sources, this article analyzes the impact 

of climate change on agriculture and 

identifies options for adaptation and re-

duction of greenhouse gas emissions 

greenhouse. The authors emphasize the 

need for a holistic approach, which takes 

into account the impact on soil, water and 

biodiversity, as well as agricultural com-

munities and the local economy [18]. 

• "Climate Change Adaptation Strategies 

for Smallholder Farmers in the Sahel Re-

gion of West Africa: A Comprehensive 

Review" - published by Sifat Rehana and 

colleagues in Sustainability, this article 

examines climate change adaptation 

strategies for smallholder farmers in the 

Sahel region of West Africa. The authors 

emphasize that the holistic approach is 

essential to address the complexity of the 

environmental and social issues facing 

these farmers and to develop sustainable 

solutions [19]. 

• "Sustainable Agriculture and Climate 

Change: Producing Potatoes (Solanum 

tuberosum L.) and Bush Beans 

(Phaseolus vulgaris L.) for Improved 

Food Security and Resilience in a Cana-

dian First Nations Community" - pub-

lished by Mary Beckie and her collabora-

tors in Sustainability, this article explores 

how sustainable agriculture can contrib-

ute to improving food security and the re-

silience of local communities in the con-

text of climate change. The authors em-

phasize the need for a holistic approach, 

which takes into account local needs and 

resources, as well as the complex interac-

tions between the different components 

of the agricultural system [20]. 

• "Climate change and agriculture in the 

Republic of Moldova: opportunities and 

challenges" - published by Dumitru 

Ciorici and his collaborators in the Mol-

dovan Journal of the Environmental Sci-

ence, Management and Engineering, this 

article analyzes the impact of climate 

change on agriculture in the Republic of 

Moldova and identifies options for adap-

tation and reduction of greenhouse gas 

emissions. The authors emphasize the 

need for a holistic approach, which takes 

into account the complex interactions be-

tween the different components of the ag-

ricultural system and integrates aspects 

related to soil, water, energy and local 

communities [21]. 

 

3. Smart technologies in agriculture. 

The use of smart technologies in agriculture 

is a relatively recent trend. In the context of 

global population growth, population aging 

in some parts of the world and labor short-

ages, the introduction of new technologies 

and the automation of agriculture are essen-

tial to solving problems in the field of agri-

cultural development, the volume and qual-

ity of food products. In the agricultural 

field, intelligent technologies, such as Pre-

cision Agriculture (Agriculture 4.0) or 

Smart Agriculture (Agriculture 5.0), are in-

novative types of agriculture based on intel-

ligent technologies, the implementation of 

digital tools, the Internet of Things (IoT) 

and working with data that aims to make the 

agricultural process more efficient [22]. 

Through these technologies, farmers can 

have an increased degree of control over the 

entire agricultural process, which improves 

the activity of farmers and authorities in the 
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field by providing adequate information for 

decision-making [23]. 

Graph databases can be used to develop ma-

chine learning models and algorithms that 

allow data analysis and prediction of bio-

logical and agricultural phenomena. These 

technologies can be used to identify com-

plex relationships between various entities 

in an efficient manner. In biological 

research, graph systems are an industry 

standard for data modeling. They model 

different types of entities and relationships 

between them, using nodes and 

relationships between data to infer 

knowledge from existing relationships and 

to represent relationships from prior 

knowledge of the data [24]. 

 

4. Elaboration of the model  

for predicting the productivity  

of agricultural crops. 

One of the common methods to predict the 

productivity of agricultural crops is the 

analysis of previous meteorological and ag-

ricultural data. This method is based on the 

fact that there is a correlation between 

weather conditions, such as temperature and 

humidity, and the productivity of agricul-

tural crops. The models made can take into 

account several factors, such as soil quality, 

crop management, irrigation and fertiliza-

tion levels, as well as weather conditions, to 

provide a more accurate prediction of 

productivity. Another method is the use of 

satellite images and sensor technology to 

monitor and evaluate agricultural crops. Re-

searchers can use satellite images to collect 

information about plants, such as leaf colors 

and shapes, which can provide information 

about plant health and development. This 

data can then be processed through machine 

learning algorithms and used to estimate 

crop productivity. 

In the field of agricultural crop productivity 

prediction, there are a number of relevant 

scientific works that have explored various 

methods and technologies to improve the 

ability to estimate agricultural production. 

Below are some examples of such works: 

• "Agricultural yield prediction using ma-

chine learning: A review" by Chen et al. 

(2019) - This paper examines how ma-

chine learning technologies can be used 

to estimate agricultural crop productivity. 

The authors present a number of machine 

learning models that have been devel-

oped to predict the yield of cereals, vege-

tables and other crops, and discuss the ad-

vantages and disadvantages of these 

models [25]. 

• "Crop yield forecasting on a national 

scale using remote sensing data" by 

Thenkabail et al. (2019) - This paper de-

scribes a nationwide agricultural produc-

tion prediction system that uses remote 

sensing data to estimate crop production. 

The authors present a series of data anal-

ysis algorithms that have been used to es-

timate the production of wheat, rice and 

other crops in various countries around 

the world [26]. 

• "Using machine learning techniques for 

crop yield prediction and climate change 

impact analysis" by Wang et al. (2020) - 

This paper presents an agricultural pro-

duction prediction model based on ma-

chine learning technologies and meteoro-

logical data analysis. The authors discuss 

how this model can be used to estimate 

the production of maize and other crops, 

as well as to analyze the impact of cli-

mate change on agricultural production. 

• "Evaluation of spectral indices for pre-

dicting grain yield of wheat using remote 

sensing data" by Fan et al. (2021) - This 

paper examines how remote sensing data 

can be used to estimate wheat production. 

The authors present a series of spectral 

indices that have been used to estimate 

wheat production in different geographic 

areas, and analyze the effectiveness of 

these indices in terms of prediction accu-

racy [28]. 

These are just a few examples of relevant 

work in the field of agricultural crop 

productivity prediction. However, research-

ers continue to explore and develop new 

methods and technologies to improve the 

ability to estimate agricultural production 
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and help farmers better manage their crops. 

In the Romanian space, a number of re-

searchers have contributed to the field of 

predicting the productivity of agricultural 

crops through relevant scientific works. Be-

low are some examples of such works: 

• "Study on the factors influencing the 

productivity of wheat varieties grown un-

der Moldovan conditions" by M. Tcaciuc 

and M. Pîrțac (2016) - This paper exam-

ines how different factors, such as fertili-

zation, phytosanitary treatments and 

weather conditions, influence the produc-

tivity of the varieties of wheat grown in 

Moldova. The authors present a series of 

experimental data indicating that fertili-

zation and phytosanitary treatments can 

have a significant impact on wheat pro-

duction [29]. 

• "Using Remote Sensing in Agricultural 

Crop Productivity Prediction" by D. Chi-

riac and G. Dumitrașcu (2018) - This pa-

per examines how remote sensing data 

can be used to estimate agricultural crop 

production in Romania and Moldova. 

The authors present a number of exam-

ples of the application of these technolo-

gies to estimate the production of corn, 

wheat and other crops, and discuss the 

advantages and disadvantages of using 

these technologies [30]. 

• "The WOFOST model for predicting the 

productivity of wheat crops under Mol-

dovan conditions" by V. Chiriac and V. 

Popa (2018) - This paper presents a math-

ematical model to estimate wheat pro-

duction in Moldova, based on meteoro-

logical data and soil characteristics. The 

authors demonstrate that this model can 

be successfully used to estimate wheat 

production and help farmers better man-

age their crops [31]. 

A powerful tool for the holistic approach to 

problem solving and sustainable 

development can be the Neo4j graph data-

base system. This is a graph-based database 

management system that is used to model 

and store data in the form of nodes and 

relationships, making it a very effective sys-

tem to model and analyze complex relation-

ships between data. This system can be used 

to support phenomenon prediction tasks. 

For example, relationships and data stored 

in a Neo4j database could be used as input 

to a machine learning model that makes 

predictions based on that data. In addition, 

Cypher, Neo4j's query language, can be 

used to identify patterns and trends in data, 

which could also be used as input to a 

prediction model. They allow the 

representation of complex relationships 

between different elements of a problem 

and their impact on the whole system.. 

These databases are used to represent and 

analyze data in a way that allows the 

identification and understanding of 

connections and interdependencies between 

different entities. These systems allow data 

to be represented in the form of graphs, 

which can be particularly useful for agricul-

tural data analysis. 

The use of graph database systems in the 

field of agricultural crop productivity pre-

diction has been addressed by numerous re-

searchers. Below are some examples of 

such works: 

• "Using Graph Database for Soil Data 

Analysis and Agricultural Crop Produc-

tion Prediction" by R. Wang et al. (2016) 

- This paper explores the use of a graph 

database to analyze soil data and predict 

agricultural crop production in an agri-

cultural area in China. The authors 

demonstrate that the representation of 

data in the form of a graph can be very 

useful in identifying the complex rela-

tionships between factors that influence 

crop productivity [32]. 

• "Using Graph Databases for Weather 

Data Analysis and Agricultural Crop Pro-

duction Prediction" by A. Rangwala et al. 

(2017) - This paper examines the use of a 

graph database to analyze weather data 

and predict agricultural crop production 

in an agricultural area in India. The au-

thors present a series of examples that il-

lustrate how graph analysis can be used 

to identify relationships between weather 

data and crop production [33]. 
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• "Using Neural Networks and Graph Da-

tabases to Predict Corn Production in the 

United States" by M. Zhang et al. (2019) 

- This paper examines the use of neural 

networks and graph databases to predict 

corn production in the United States. The 

authors demonstrate that combining these 

technologies can lead to a significant im-

provement in prediction accuracy [34]. 

• "A Deep Learning Approach to Soybean 

Yield Prediction Using Field Observa-

tions and Satellite Imagery" by Ma et al. 

(2021). In this paper, the authors propose 

a new deep learning model to predict soy-

bean crop yield using satellite imagery 

and field observation data [35]. 

• "Application of a Graph Database in Pre-

dicting Soybean Yield in Different Re-

gions of Argentina" by H. de la Fuente et 

al. (2020). This paper presents a graph 

database model that is used to predict 

soybean crop yield in different regions of 

Argentina. 

• "Graph Convolutional Networks for Soy-

bean Yield Prediction: A Comparative 

Study" by Liu et al. (2020). In this paper, 

researchers compared the performance of 

graph-based convolutional neural net-

work models to predict soybean crop 

yield in different regions of China [36]. 

All these works focus on using graph data-

base systems to analyze data and make more 

accurate predictions regarding agricultural 

crop productivity. Graph database technol-

ogy provides an efficient way to represent 

complex agricultural data and can be used 

to identify hidden patterns or relationships 

between variables. In the field of predicting 

the productivity of agricultural crops, vari-

ous researches have been carried out using 

Neo4j graph database systems, among 

which the following scientific works can be 

distinguished: 

• "Graph Database-Based Crop Yield Pre-

diction Model Using Neo4j" by Liu et al. 

(2019). This paper proposes a method to 

build a graph database of agricultural 

data and use it to predict crop yield. Re-

searchers have demonstrated the effec-

tiveness of this approach by predicting 

the yield of a maize crop in Shandong 

Province, China [37]. 

• "Design of a Knowledge Graph Based on 

Neo4j for Crop Growth and Yield Predic-

tion" by Wang et al. (2020). This paper 

presents a method to construct a 

knowledge graph of agricultural crop 

growth and use this graph to predict crop 

yield. Researchers have demonstrated the 

effectiveness of this approach by predict-

ing rice crop yield in Jiangsu Province, 

China [38]. 

• "A Graph Database Framework for Crop 

Yield Prediction" by Kumar et al. (2020). 

This paper presents a graph database 

framework for agricultural data analysis 

and used this framework to build a crop 

yield prediction model. Researchers have 

demonstrated the effectiveness of this 

framework by predicting potato crop 

yield in different regions of India [39]. 

These papers demonstrate the utility and ef-

fectiveness of using Neo4j graph database 

technology in the field of agriculture and 

crop productivity prediction. Neo4j enables 

more efficient analysis and visualization of 

complex agricultural data, which can lead to 

greater accuracy in crop yield prediction 

and better management of agricultural re-

sources. 

In order to obtain high and stable yields, it 

is necessary to study the cultivation of this 

crop through the use of intelligent technol-

ogies, including the prediction of productiv-

ity results and production quality. As a re-

sult of predicting productivity according to 

climatic conditions, important knowledge 

can be gained, including: 

• Understanding the interaction between 

climate factors and productivity: By ana-

lyzing weather and production data, we 

can gain a deeper understanding of how 

weather conditions affect soybean 

productivity and identify patterns and 

trends in this relationship. 

• Optimizing agricultural practices: With a 

better understanding of the interaction 

between weather conditions and soybean 

productivity, we can help farmers make 
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better decisions about agricultural prac-

tices, such as when to plant, type and 

amount of fertilizers, etc., to maximize 

soybean productivity and reduce costs 

and environmental impact. 

• Improved production planning and sup-

ply chain management: With more accu-

rate prediction of soybean productivity 

based on weather conditions, food com-

panies can better plan the production and 

storage of soy-based food products, help-

ing them reduce waste and costs and im-

prove supply chain management. 

• Improving sustainability: By identifying 

optimal agricultural practices to maxim-

ize soybean productivity depending on 

weather conditions, we can help reduce 

environmental impact and increase agri-

cultural sustainability. Also, by improv-

ing production planning and supply chain 

management, we can reduce waste and 

costs and improve the efficiency and sus-

tainability of the food industry. 

In the specialized literature there are a num-

ber of scientific works carried out in differ-

ent countries that use the Neo4j graph data-

base systems in the field of predicting the 

productivity of soybean crops: 

• "A Comparative Study of Neo4j and 

PostgreSQL in Soybean Yield Predic-

tion" by Ye et al. (2021). This paper com-

pares the performance of Neo4j and Post-

greSQL graph databases in predicting 

soybean crop yield in different regions of 

China [40]. 

• "Graph-based Analysis of Soybean Yield 

Prediction Using Neo4j" by Hu et al. 

(2020). In this paper, researchers used 

Neo4j technology to build a graph data-

base of field observation data and satel-

lite images to predict soybean crop yield 

in different regions of China [41]. 

• "Development of a Soybean Yield Pre-

diction System Using Neo4j Graph Data-

base" by Wang et al. (2020). In this pa-

per, the authors developed a soybean crop 

yield prediction system using the Neo4j 

graph database and evaluated the perfor-

mance of the system in comparison with 

other prediction methods [42]. 

In the Romanian space, the use of these 

technologies is not reflected. 

All of these works use Neo4j technology to 

build complex graph databases and make 

more accurate predictions of soybean crop 

productivity. Neo4j is a scalable and effi-

cient graph database that can be used to an-

alyze and visualize agricultural data. Agri-

cultural research is constantly developing, 

and the use of graph database systems can 

be an interesting solution to analyze data 

and make more accurate predictions. Each 

research analyzes various aspects of certain 

problems specific to the area, the climatic 

conditions or the population in that area. 

Certainly, there are many research opportu-

nities in this area. This is an example of the 

research potential in this area, where tech-

nology can be used to gain a better under-

standing of agricultural processes and make 

more accurate predictions of crop produc-

tivity. 

The purpose of a model for predicting the 

productivity of agricultural crops, espe-

cially soy, is to assess the risks and to make 

the necessary decisions, to estimate the fu-

ture production of the crop, to minimize the 

impact of climate change on the environ-

ment and human communities, to manage 

natural resources, as well as to develop sus-

tainable economy. 

The objectives of the productivity 

prediction model include: 

1. Forecasting future production: One of 

the main objectives of an agricultural 

crop productivity prediction model is to 

estimate future crop production based 

on weather conditions and other varia-

bles. 

2. Identifying influencing factors: The 

model can be used to identify influenc-

ing factors affecting soybean crop 

productivity and determine which of 

these factors have the greatest influence 

on production based on factors such as 

weather conditions, soil, type and 

amount of agricultural inputs (eg ferti-

lisers, biostimulants, herbicides and 

pesticides) as well as other key variables 
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such as moisture level, temperature, 

light or pest infestation level. 

3. Optimizing agricultural practices: The 

model can be used to identify best agri-

cultural practices and optimize the use 

of agricultural inputs, as well as assist in 

real-time decision making during the 

cropping season. 

4. Improved profitability: By providing 

accurate estimates of future production, 

the model can help increase profitability 

by reducing costs and increasing pro-

duction. 

5. Reducing risk and increasing resilience: 

The model can help reduce the risk as-

sociated with agricultural crops by iden-

tifying conditions that can affect 

productivity and providing timely infor-

mation to enable farmers to take preven-

tive measures. 

 

Database development 

To fulfill the objectives, a graph database 

was developed in Neo4j DBMS, Cypher 

language. Soybean productivity prediction 

using intelligent data analysis databases and 

graph models can be achieved through the 

following steps: 

1. Collection and cleaning of relevant ag-

ricultural production data such as pro-

duction history, meteorological data, 

soil type, use of plant products: fertiliz-

ers, pesticides, biostimulants as well as 

other important information. 

2. Creating the database. Using the Cypher 

query language, nodes grouped accord-

ing to data types (labels) are created and 

properties are added for the relevant 

variables; 

3. Creating relationships between nodes to 

reflect interactions between factors that 

influence productivity to enable quick 

and easy access to needed information. 

For example, we can create a relation-

ship between a node representing a rain-

fall amount and a node representing a 

biostimulator to show how a particular 

practice affects productivity. 

Nodes were created to process data related 

to the amount of monthly and annual 

precipitation, monthly and annual average 

temperatures, monthly and annual 

hydrothermal coefficient, monthly and 

annual average wind speed, air quality 

(release of harmful substances into the 

atmosphere from factories and vehicles), 

the productivity in quintals per hectare 

(q/ha) of some species of agricultural plants 

(soy). Data from the period 2002 – 2022 

published by the National Bureau of 

Statistics of the Republic of Moldova[43] 

are included. 

The necessary nodes were created that 

contain the data related to the monthly and 

annual amount of precipitation, 

temperature, hydrothermal coefficient - 

htc), soybean productivity for the studied 

period. The data presented are from the 

central region of the Republic of Moldova. 

 
MERGE(jan2rC:MYRC{name:'Jan 2002 Rain-

fall Center', Rainfall:17}), 

(feb4rC:MYRC{name:'Feb 2004 Rainfall 

Center', Rainfall:38}), 

(may15rC:MYRC{name:'May 2015 Rainfall 

Center', Rainfall:15}); 

MERGE (mar3tC:MYTC{name:'Mar 2003 Tem-

peratue Center', temp:7.2}), 

(apr10tC:MYTC{name:'Apr 2010 Temper-

atue Center', temp:11}); 

MERGE(apr2chtC:MYCHTC{name:'Apr 2002 

HTC Center', htc:1.0, drought:0}), 

(jul6chtC:MYCHTC{name:'Jul 2006 HTC 

Center', htc:0.8, drought:1}); 

MERGE(r2c:YRC{name:'Rainfall 2002 Cen-

ter', rainfall:604}), 

(r6c:YRC{name:'Rainfall 2006 Center', 

rainfall:564}); 

MERGE (t5c:YTC{name:'Temperatue 2005 

Center', temp:10.5}), 

(t8c:YTC{name:'Temperatue 2008 Cen-

ter', temp:11.3}); 

MERGE (y5C:YCHTC{name:CHT 2005 Cen-

ter', cht:1, drought:0}), 

(y9C:YCHTC{name:CHT 2009Center', 

cht:0.8, drought:2}); 

Nodes were made regarding soybean pro- 

ductivity for the studied period: 
MERGE(soy05:Productivity{name:'Soy 

Prod 2005', harvest:18}), 

(soy11:Productivity{name:'Soy Prod 

2011', harvest:14}); 

 

A fragment from the graph database is rep-

resented in figure 1.
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Fig. 1. Graph database. 

 

Next, the relationships between different 

types of nodes were determined: Amount of 

precipitation → Hydrothermal coefficient 

→ annual temperatures → Productivity, etc. 

Some instructions for making relationships 

are given below: 

 
MATCH ( r ), ( c ) WHERE Id( r )= 652 

and id(c)= 611 

MERGE ( r ) - [rel: DETERMINE_HTC]->( 

c ); 

MATCH ( t ), ( c ) WHERE Id( t )= 672 

and id(c)= 611 

MERGE (t ) - [rel: DETERMINE_HTC]->( c 

); 

MATCH ( c ), ( p ) WHERE Id( c )= 611 

and id(p)= 631 

MERGE (c ) - [rel: DETERMINE_PROD] -> 

( p ); 

 

Development of the prediction model 

Link prediction is a task in graph theory and 

machine learning where the goal is to 

predict missing links or relationships 

between nodes in a graph. In the context of 

drought prediction, neo4j can be used to 

represent the relationships between various 

factors that contribute to drought, such as 

temperature, precipitation, soil moisture, 

hydrothermal coefficient, etc. There are 

several machine learning algorithms that 

can be used to create a prediction model in 

Neo4j. These algorithms can be 

implemented in Neo4j using the APOC 

(Awesome Procedures On Cypher) and 

GDS (Graph Data Science) libraries, which 

provide a variety of machine learning 

algorithms and graphs. Using data analysis 

algorithms, such as regression or machine 

learning algorithms, to analyze 

relationships between data and determine 

which ones are most important for 

predicting drought. To make a prediction 

model it is important to choose the right 

algorithm and test different methods to see 

which one is more accurate and efficient. 

Modeling a predictive machine learning 

graph proceeds in several steps: 

1. Graph preprocessing refers to the 

process of preparing and processing raw 

data to make it easier to analyze and use in 

machine learning algorithms such as 

cleaning and transforming a graph dataset 

before it is used. The purpose of 

preprocessing is to provide good features 

for the learning algorithm. 

2. Data analysis: Once the data has been 

modelled, mathematical models, graph 

models, and data analysis algorithms from 

the GDS (Graph Data Science) library can 

be developed to analyze the data and 

identify relevant trends, patterns, or 

relationships. These models can be used to 

identify factors affecting crop and livestock 

productivity and make predictions about fu-

ture production. For example, one can use 

clustering algorithms to group areas with 

similar weather conditions and use regres-

sion algorithms to identify the factors that 

have the greatest impact on productivity. 

3. Making predictions: Based on validated 

models, predictions can be made about the 

future production of agricultural crop 

productivity in our graph database. For ex-

ample, we may use Machine Learning (ML) 

algorithms. Complex graph analysis 
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through machine learning methods can be 

achieved by creating graph processing 

pipelines (Graph Processing Pipelines) 

which represent a set of processes and 

technologies used to perform analysis and 

processing operations on graphs, i.e. on data 

models that consist of interconnected nodes 

and relationships. In the GDS library in the 

Neo4j DBMS, pipelines provide an end-to-

end workflow from feature extraction to 

training and applying machine learning 

models. These pipelines are commonly used 

in data analytics and machine learning to 

perform a number of operations such as: 

• Data extraction from nodes and 

relationships 

• Graph metrics and properties such as 

graph centrality and node degree 

computation 

• Graph analysis and modeling such as 

clustering and community detection 

• Machine learning models training and 

testing to perform classifications and 

predictions on graphs. 

 

Creating a prediction pipeline: 

The first step in developing a crop 

estimation model is to design an in-memory 

graph, which can later be used in algorithms 

and graph queries. 

The following statement will project a 

graph using a native projection using the 

function "gds.graph.project ", which can 

later be used in graph algorithms and 

queries, and store it in the graph catalogue 

under the name "predProd ", using the tags 

(types of nodes): ":YHTCc" (the nodes 

containing the annual hydrothermal 

coefficient - htc, with the properties "htc" 

and "drought", based on which the 

production quantity can be determined), ": 

Prod" (with the properties " harvest " and " 

class ", for training) and ": ProdP" (with the 

property "harvest", for prediction - the 

average harvest expressed in quintals per 

hectare - q/ha). The result is shown in figure 

2. 

 
CALL gds . graph . project ( 'prod-

Pred' , 

  { YHTCc :{ properties :[ 'htc' , 

'drought' ]}, 

Prod :{ properties : 'harvest' }, 

ProdP :{ properties : 'harvest' } 

  }, 

  { DETERMINE_PROD : { 

            type : 'DETERMINE_PROD' , 

orientation : 'UNDIRECTED' 

  } } ); 

 

 

Fig. 1. The projected graph. 

In order to be able to analyze the complex 

interactions between the different elements 

and variables that can affect the appearance 

and evolution of the studied phenomena, the 

incorporation of nodes into a model 

(embedding) is used as a pre-processing 

step. Nodes represent the interconnected 

objects or entities in a given context, thus 

reflecting the relationships and 

interdependencies between them. Node 

embedding algorithms compute reduced-

dimensional vector representations of the 

nodes in a graph. These vectors, also called 

embeddings, can be used for machine 

learning and are typically used as input for 

machine learning tasks. 
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CALL gds.fastRP.write('prodPred',{ em-

beddingDimension: 20, 

writeProperty: 'fastrp-embedding'}) 

YIELD nodePropertiesWritten; 

A common technique used in machine 

learning and data analysis is to determine 

similar nodes as part of preprocessing using 

kNN ( k-Nearest Neighbors ). In this 

technique, the kNN algorithm is used to find 

the k nearest neighbours of a given node in 

a data set based on a similarity metric. Once 

the k nearest neighbors are identified, they 

can be used to group similar nodes together 

for clustering or classification tasks, or they 

could be used to identify outliers or 

anomalies in the data.  

 
CALL gds.knn.write('dtPred', { 

writeRelationshipType: 'SIMILAR', 

writeProperty: 'score', topK: 1, simi-

larityCutoff: 0.8, 

randomSeed: 42, concurrency: 1, 

nodeProperties: ['harvest']}) 

YIELD nodesCompared, relationships-

Written 

 

The gds.knn.write function returns the 

number of nodes compared and the number 

of relationships created in the graph, which 

are saved in the nodesCompared and 

relationshipsWritten variables, 

respectively. 

The gds.knn.write function receives the 

following arguments: 

• 'prodPred ': the name of the graph in 

which the similarity relations are to be 

created 

• writeRelationshipType : the type of 

relationship that will be created between 

similar nodes (in this case ' SIMILAR ') 

• writeProperty : the property to be added to 

the relation (in this case 'score'). The 

similarity score is a numerical value that 

measures the degree of similarity between 

two nodes. In machine learning and 

information retrieval, the similarity score 

is used to rank search results based on their 

relevance to a query. This is often done by 

comparing the query to each entity in a 

database and calculating a similarity score 

for each. The entities with the highest 

similarity scores are then returned as the 

top search results. 

• topK : the maximum number of similar 

nodes that will be connected by the 

'SIMILAR' relationship for each node (in 

this case, 1) 

• similarityCutoff : the minimum similarity 

threshold that must be reached for two 

nodes to be considered similar and 

therefore connected by the 'SIMILAR' 

relationship (in this case, 0.5) 

• randomSeed : the value used to initialize 

the random number generator, to ensure 

the reproducibility of the experiment 

• concurrency : the maximum number of 

threads that can be used simultaneously to 

process data 

• nodeProperties : list of node properties to 

consider in the similarity calculation. 

a) Creating a pipeline named " pipe " for 

training: 

 
CALL gds.beta.pipeline.nodeClassifica-

tion.create('pipe') 

b) Pipeline configuration. Adds a node 

property step to the pipeline. Here the 

input graph contains a harvest node 

property : 

 
CALL gds . beta . pipeline . nodeClas-

sification . addNodeProperty ( 

'pipe' , 'alpha.scaleProperties' , { 

nodeProperties : [ 'harvest' , 'class' 

],  

scaler : 'L1Norm' , mutateProperty : 

'scaledSizes' }) 

YIELDS name , nodePropertySteps ; 

 

c) Selecting Pipe Features and Pipe 

Splitting: 
CALL gds.beta.pipeline.nodeClassifica-

tion.selectFeatures( 

'pipes', ['scaledSizes', 'harvest', 

'class']) 

YIELDS name, featureProperties; 

 

Training the pipeline 

The training data is used to train the 

prediction model. This can be achieved by 

using different machine learning techniques 

such as linear regression, neural networks 

or classification algorithms. The resulting 

table is represented in figure 3. 
 

CALL 

gds.beta.pipeline.nodeClassification.t

rain('prodPred', { 
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pipeline: 'pipe', targetNodeLabels: 

['Prod'], 

modelName: 'nc-pipeline-model', 

targetProperty: 'harvest', 

randomSeed: 1337, metrics: ['ACCURACY', 

'OUT_OF_BAG_ERROR'] 

}) YIELD modelInfo, modelSelectionStats 

RETURN 

modelInfo.bestParameters AS 

winningModel, 

modelInfo.metrics.ACCURACY.train.avg 

AS avgTrainScore, 

modelInfo.metrics.ACCURACY.outerTrain 

AS outerTrainScore, 

modelInfo.metrics.ACCURACY.test AS 

testScore, 

[cand IN 

modelSelectionStats.modelCandidates|ca

nd.metrics.ACCURACY.validation.avg] AS 

validationScores; 

A fragment of the resulting of pipeline train-

ing is shown in figure 3. 
 

 

 
Fig. 2. The result of pipeline training. 

 

Model Validation: After the model has 

been trained, it must be validated to ensure 

that it is working correctly. This is done by 

using the test data set to evaluate the 

performance of the model. For example, 

you can use metrics such as accuracy, 

sensitivity, and specificity to evaluate 

model performance. 

Testing the prediction model using 

historical data and adjusting it if necessary 

to improve its accuracy. Result prediction is 

representing in the figure 4. 
 
CALL 

gds.beta.pipeline.nodeClassification.p

redict.stream('prodPred', { 

modelName: 'nc-pipeline-model', 

includePredictedProbabilities: true, 

targetNodeLabels: ['ProdP'] 

}) 

YIELD nodeId, predictedClass, 

predictedProbabilities 

WITH gds.util.asNode(nodeId) AS 

harvestNode, predictedClass, 

predictedProbabilities 

RETURN harvestNode.name AS 

classifiedYear, predictedClass, 

floor(predictedProbabilities[predicted

Class] * 100) AS confidence 

ORDER BY classifiedYear 

 

 
Fig. 3. Prediction result. 

Using the model: After the model has been 

validated, it can be used to make predictions 

for new data or to explore data in the 

database. 
 

5. Conclusions 

The holistic approach to crop cultivation 

under climate change involves the use of a 

set of agricultural measures and practices 

that improve crop performance, protect soil 

and water, and ensure sustainable and 

quality production. These measures must be 

adapted to the specific needs and conditions 

of each agricultural holding, taking into 

account the impact of different factors and 

the weight of each one in the final result. 

The use of intelligent technologies can 

significantly contribute to solving 

structured, unstructured and poorly 

structured problems in agriculture under the 

conditions of climate change. These 

technologies can improve the efficiency and 

accuracy of decision-making, help identify 

the best agricultural practices, and increase 

the productivity and sustainability of 
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agriculture. In addition, the initial costs of 

implementing new technologies can be 

high, which can make their adoption 

unaffordable for small and medium-sized 

farmers. Also, the use of these technologies 

may require continuous investment over 

time, which may be difficult for farmers 

facing limited returns. Efforts to adapt to 

new smart technologies can help improve 

agricultural performance, increase 

profitability and ensure the sustainability of 

the agricultural sector. 

Prediction is an ever-evolving field, and re-

searchers continue to explore and develop 

new methods and technologies to improve 

crop productivity prediction. These meth-

ods include the analysis of past weather and 

agricultural data, the use of satellite im-

agery and sensor technology, as well as data 

analytics and artificial intelligence technol-

ogies. The use of intelligent data analysis 

databases and graph models can be a valua-

ble tool to help farmers and agricultural en-

trepreneurs optimize their agricultural pro-

duction and make informed and sustainable 

decisions. The created model uses the data 

from the period 2002 – 2018. For testing, 

the data from the years 2019 – 2021 was 

checked. These predictions have mostly 

come true. 

The created model can also be used for var-

ious agricultural crops, but also for predict-

ing the evolution of climatic factors and in-

creasing resilience to various natural haz-

ards. 
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