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Prediction Model for Soybean Productivity 

  
Ion GANEA 

Moldova State University, Chisinau, Republic of Moldova 

iganea9@gmail.com  

 

Abstract. This paper presents a holistic approach to biological and agricultural research fo-

cused on the use of interconnected technologies in the context of climate change. Researchers 

from different countries have analyzed how smart technologies can help agriculture adapt to 

these changes. The most representative works in the field are analyzed. Among these technolo-

gies are graph database systems such as Neo4j, which have demonstrated success in predicting 

the studied phenomena. The paper describes the development of a soybean crop productivity 

prediction model using monthly and annual data of meteorological phenomena such as precip-

itation, air temperature, hydrothermal coefficient, soil moisture and others. Some of the results 

of this promising research are also presented. 

Keywords: Holistic , Knowledge, Models, Prediction, Graph, Neo4j, Graph Data Science. 

 

 

Introduction 

Biological and agricultural systems are 

complex and can be better understood 

through a holistic approach. The concept of 

holism suggests that the components of or-

ganisms, biological networks, and the envi-

ronment are more than their sum [1]. The 

term holistic comes from holos which 

means everything, and the holistic approach 

means looking at the problem from all 

points of view (or from above) [2]. This ap-

proach has led to significant developments 

in the life sciences and environmental sus-

tainability, particularly by studying the in-

teractions between the components of bio-

logical systems and how they describe the 

functions and behavior of the systems [3,4]. 

Systems biology is the computational and 

mathematical analysis and modeling of 

complex biological systems, integrating 

many scientific fields, including biology, 

computer science, bioinformatics, biophys-

ics, bioengineering, and others [5]. This dis-

cipline aims to study the complex interac-

tions within biological systems and uses a 

holistic approach to predict how these sys-

tems evolve and adapt to various economic, 

social and environmental conditions [6]. 

The goal is to develop durable, sustainable 

and resilient solutions to global problems 

such as food, health and the environment. 

This mode of research refers to an inte-

grated perspective that considers the inter-

connections and interdependencies between 

the various aspects of these fields. A certain 

phenomenon is determined by a number of 

factors. Each of the factors has an impact 

with a certain weight on the whole 

phenomenon. This approach aims to de-

velop sustainable agricultural and economic 

systems that take into account environmen-

tal impact, plant health and productivity, 

human and animal health and welfare [7]. In 

addition, it provides a more comprehensive 

and accurate understanding of biological 

systems and helps to develop more sustain-

able and efficient practices in the manage-

ment of natural resources[8]. Holistic re-

search aims to promote more efficient and 

ecological agricultural practices that in-

crease the sustainability of agricultural sys-

tems, ensuring adequate food production, 

while reducing the negative impact of agri-

cultural activities on the environment and 

society. It promotes innovative agricultural 

practices, green technologies and conserva-

tion of natural resources. 
 

2. Holistic Research in Biology  

and Agriculture. 

In scientific research there are a lot of re-

sources available, scientific papers that ex-

plore the holistic approach in biology, agri-

1 
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culture and agricultural economics and con-

tinue to develop as global problems become 

acute, emphasizing the need for better and 

more sustainable solutions to the problems 

in these fields. Among the most relevant 

works can be listed: 

• "Ecological resilience, biodiversity, and 

scale" - published by Carl Folke and his 

collaborators in the Annual Review of 

Ecology and Systematics, this article ex-

plores the concept of ecological resili-

ence and the importance of biodiversity 

in the development of sustainable sys-

tems. The authors emphasize the need for 

a holistic approach in addressing envi-

ronmental problems, to avoid fragmented 

solutions limited to a single problem [9]. 

• "Organic Agriculture and the Global 

Food Supply" - published by Catherine 

Badgley and her colleagues in Renewa-

ble Agriculture and Food Systems, this 

article examines the potential of organic 

agriculture to meet global food demand 

sustainably. The authors argue that or-

ganic farming can help reduce environ-

mental impact, improve human health 

and support the local agricultural econ-

omy [10]. 

• "The Holistic Management of Range-

lands: A Model for Sustainable Livestock 

Production in Arid Zones" - published by 

Allan Savory and Jody Butterfield in the 

Journal of Sustainable Agriculture, this 

article describes a holistic method of 

managing rangelands in arid zones. The 

authors argue that this approach can sup-

port biodiversity and sustainable agricul-

tural production, as well as improve the 

welfare of animals and local farming 

communities [11]. 

• "Agroecology: A Transdisciplinary, Par-

ticipatory and Action-oriented Ap-

proach" by Miguel Altieri and Clara 

Nicholls. This article explores the con-

cept of agroecology as a holistic ap-

proach to the development of sustainable 

agriculture, involving collaboration be-

tween researchers, farmers and local 

communities [12]. 

• "Holistic Management: A New Frame-

work for Decision Making" by Allan Sa-

vory. This book presents the holistic ap-

proach to land management, which en-

courages decision-making based on the 

impact on ecosystems and local commu-

nities, rather than profit maximization 

[13]. 

• "Ecological Economics: Principles and 

Applications" by Herman Daly and 

Joshua Farley. This book presents the 

principles of ecological economics, 

which integrates economics with ecology 

and the limitations of natural resources 

and the environment in the process of 

economic development [14]. 

• "The Triple Bottom Line: How Today's 

Best-Run Companies Are Achieving 

Economic, Social, and Environmental 

Success - and How You Can Too" by An-

drew Savitz. This book explores the con-

cept of "triple impact" (economic, social 

and environmental) and how companies 

can integrate this approach into their 

business strategies [15]. 

• "Sustainable agriculture in Romania: the 

potential and challenges in the context of 

climate change" - published by Daniela 

Luca and her collaborators in the Journal 

of Research and Social Intervention, this 

article analyzes the potential and chal-

lenges of sustainable agriculture in Ro-

mania in the context of climate change. 

The authors emphasize the need for a ho-

listic approach, which takes into account 

the complex interactions between the dif-

ferent components of the agricultural sys-

tem and integrates sustainable agricul-

tural practices, as well as technological 

and social innovations [16]. 

In the context of climate change, the holistic 

approach becomes increasingly important 

in the development of sustainable and resil-

ient agricultural systems. This involves 

adopting an integrative perspective, which 

takes into account the complex interactions 

between the different components of the ag-

ricultural system, as well as its impact on 

the environment and local communities. 
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Here are some examples of relevant scien-

tific papers in this field: 

• "Agroecology and Sustainable Agricul-

ture for Climate Change Adaptation and 

Mitigation: A Review" - published by 

Emmanuel Torquebiau and his collabora-

tors in Sustainability, this article explores 

how agroecology can be used to address 

the challenges of climate change. The au-

thors emphasize that agroecology can 

contribute to reducing greenhouse gas 

emissions, improving biodiversity and 

protecting natural resources, as well as 

increasing food security and the well-be-

ing of agricultural communities [17]. 

• "Climate Change and Agriculture:  

Advancing Knowledge and Mitigation 

Options" - published by Cynthia 

Rosenzweig and her colleagues in the 

Annual Review of Environment and Re-

sources, this article analyzes the impact 

of climate change on agriculture and 

identifies options for adaptation and re-

duction of greenhouse gas emissions 

greenhouse. The authors emphasize the 

need for a holistic approach, which takes 

into account the impact on soil, water and 

biodiversity, as well as agricultural com-

munities and the local economy [18]. 

• "Climate Change Adaptation Strategies 

for Smallholder Farmers in the Sahel Re-

gion of West Africa: A Comprehensive 

Review" - published by Sifat Rehana and 

colleagues in Sustainability, this article 

examines climate change adaptation 

strategies for smallholder farmers in the 

Sahel region of West Africa. The authors 

emphasize that the holistic approach is 

essential to address the complexity of the 

environmental and social issues facing 

these farmers and to develop sustainable 

solutions [19]. 

• "Sustainable Agriculture and Climate 

Change: Producing Potatoes (Solanum 

tuberosum L.) and Bush Beans 

(Phaseolus vulgaris L.) for Improved 

Food Security and Resilience in a Cana-

dian First Nations Community" - pub-

lished by Mary Beckie and her collabora-

tors in Sustainability, this article explores 

how sustainable agriculture can contrib-

ute to improving food security and the re-

silience of local communities in the con-

text of climate change. The authors em-

phasize the need for a holistic approach, 

which takes into account local needs and 

resources, as well as the complex interac-

tions between the different components 

of the agricultural system [20]. 

• "Climate change and agriculture in the 

Republic of Moldova: opportunities and 

challenges" - published by Dumitru 

Ciorici and his collaborators in the Mol-

dovan Journal of the Environmental Sci-

ence, Management and Engineering, this 

article analyzes the impact of climate 

change on agriculture in the Republic of 

Moldova and identifies options for adap-

tation and reduction of greenhouse gas 

emissions. The authors emphasize the 

need for a holistic approach, which takes 

into account the complex interactions be-

tween the different components of the ag-

ricultural system and integrates aspects 

related to soil, water, energy and local 

communities [21]. 

 

3. Smart technologies in agriculture. 

The use of smart technologies in agriculture 

is a relatively recent trend. In the context of 

global population growth, population aging 

in some parts of the world and labor short-

ages, the introduction of new technologies 

and the automation of agriculture are essen-

tial to solving problems in the field of agri-

cultural development, the volume and qual-

ity of food products. In the agricultural 

field, intelligent technologies, such as Pre-

cision Agriculture (Agriculture 4.0) or 

Smart Agriculture (Agriculture 5.0), are in-

novative types of agriculture based on intel-

ligent technologies, the implementation of 

digital tools, the Internet of Things (IoT) 

and working with data that aims to make the 

agricultural process more efficient [22]. 

Through these technologies, farmers can 

have an increased degree of control over the 

entire agricultural process, which improves 

the activity of farmers and authorities in the 
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field by providing adequate information for 

decision-making [23]. 

Graph databases can be used to develop ma-

chine learning models and algorithms that 

allow data analysis and prediction of bio-

logical and agricultural phenomena. These 

technologies can be used to identify com-

plex relationships between various entities 

in an efficient manner. In biological 

research, graph systems are an industry 

standard for data modeling. They model 

different types of entities and relationships 

between them, using nodes and 

relationships between data to infer 

knowledge from existing relationships and 

to represent relationships from prior 

knowledge of the data [24]. 

 

4. Elaboration of the model  

for predicting the productivity  

of agricultural crops. 

One of the common methods to predict the 

productivity of agricultural crops is the 

analysis of previous meteorological and ag-

ricultural data. This method is based on the 

fact that there is a correlation between 

weather conditions, such as temperature and 

humidity, and the productivity of agricul-

tural crops. The models made can take into 

account several factors, such as soil quality, 

crop management, irrigation and fertiliza-

tion levels, as well as weather conditions, to 

provide a more accurate prediction of 

productivity. Another method is the use of 

satellite images and sensor technology to 

monitor and evaluate agricultural crops. Re-

searchers can use satellite images to collect 

information about plants, such as leaf colors 

and shapes, which can provide information 

about plant health and development. This 

data can then be processed through machine 

learning algorithms and used to estimate 

crop productivity. 

In the field of agricultural crop productivity 

prediction, there are a number of relevant 

scientific works that have explored various 

methods and technologies to improve the 

ability to estimate agricultural production. 

Below are some examples of such works: 

• "Agricultural yield prediction using ma-

chine learning: A review" by Chen et al. 

(2019) - This paper examines how ma-

chine learning technologies can be used 

to estimate agricultural crop productivity. 

The authors present a number of machine 

learning models that have been devel-

oped to predict the yield of cereals, vege-

tables and other crops, and discuss the ad-

vantages and disadvantages of these 

models [25]. 

• "Crop yield forecasting on a national 

scale using remote sensing data" by 

Thenkabail et al. (2019) - This paper de-

scribes a nationwide agricultural produc-

tion prediction system that uses remote 

sensing data to estimate crop production. 

The authors present a series of data anal-

ysis algorithms that have been used to es-

timate the production of wheat, rice and 

other crops in various countries around 

the world [26]. 

• "Using machine learning techniques for 

crop yield prediction and climate change 

impact analysis" by Wang et al. (2020) - 

This paper presents an agricultural pro-

duction prediction model based on ma-

chine learning technologies and meteoro-

logical data analysis. The authors discuss 

how this model can be used to estimate 

the production of maize and other crops, 

as well as to analyze the impact of cli-

mate change on agricultural production. 

• "Evaluation of spectral indices for pre-

dicting grain yield of wheat using remote 

sensing data" by Fan et al. (2021) - This 

paper examines how remote sensing data 

can be used to estimate wheat production. 

The authors present a series of spectral 

indices that have been used to estimate 

wheat production in different geographic 

areas, and analyze the effectiveness of 

these indices in terms of prediction accu-

racy [28]. 

These are just a few examples of relevant 

work in the field of agricultural crop 

productivity prediction. However, research-

ers continue to explore and develop new 

methods and technologies to improve the 

ability to estimate agricultural production 
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and help farmers better manage their crops. 

In the Romanian space, a number of re-

searchers have contributed to the field of 

predicting the productivity of agricultural 

crops through relevant scientific works. Be-

low are some examples of such works: 

• "Study on the factors influencing the 

productivity of wheat varieties grown un-

der Moldovan conditions" by M. Tcaciuc 

and M. Pîrțac (2016) - This paper exam-

ines how different factors, such as fertili-

zation, phytosanitary treatments and 

weather conditions, influence the produc-

tivity of the varieties of wheat grown in 

Moldova. The authors present a series of 

experimental data indicating that fertili-

zation and phytosanitary treatments can 

have a significant impact on wheat pro-

duction [29]. 

• "Using Remote Sensing in Agricultural 

Crop Productivity Prediction" by D. Chi-

riac and G. Dumitrașcu (2018) - This pa-

per examines how remote sensing data 

can be used to estimate agricultural crop 

production in Romania and Moldova. 

The authors present a number of exam-

ples of the application of these technolo-

gies to estimate the production of corn, 

wheat and other crops, and discuss the 

advantages and disadvantages of using 

these technologies [30]. 

• "The WOFOST model for predicting the 

productivity of wheat crops under Mol-

dovan conditions" by V. Chiriac and V. 

Popa (2018) - This paper presents a math-

ematical model to estimate wheat pro-

duction in Moldova, based on meteoro-

logical data and soil characteristics. The 

authors demonstrate that this model can 

be successfully used to estimate wheat 

production and help farmers better man-

age their crops [31]. 

A powerful tool for the holistic approach to 

problem solving and sustainable 

development can be the Neo4j graph data-

base system. This is a graph-based database 

management system that is used to model 

and store data in the form of nodes and 

relationships, making it a very effective sys-

tem to model and analyze complex relation-

ships between data. This system can be used 

to support phenomenon prediction tasks. 

For example, relationships and data stored 

in a Neo4j database could be used as input 

to a machine learning model that makes 

predictions based on that data. In addition, 

Cypher, Neo4j's query language, can be 

used to identify patterns and trends in data, 

which could also be used as input to a 

prediction model. They allow the 

representation of complex relationships 

between different elements of a problem 

and their impact on the whole system.. 

These databases are used to represent and 

analyze data in a way that allows the 

identification and understanding of 

connections and interdependencies between 

different entities. These systems allow data 

to be represented in the form of graphs, 

which can be particularly useful for agricul-

tural data analysis. 

The use of graph database systems in the 

field of agricultural crop productivity pre-

diction has been addressed by numerous re-

searchers. Below are some examples of 

such works: 

• "Using Graph Database for Soil Data 

Analysis and Agricultural Crop Produc-

tion Prediction" by R. Wang et al. (2016) 

- This paper explores the use of a graph 

database to analyze soil data and predict 

agricultural crop production in an agri-

cultural area in China. The authors 

demonstrate that the representation of 

data in the form of a graph can be very 

useful in identifying the complex rela-

tionships between factors that influence 

crop productivity [32]. 

• "Using Graph Databases for Weather 

Data Analysis and Agricultural Crop Pro-

duction Prediction" by A. Rangwala et al. 

(2017) - This paper examines the use of a 

graph database to analyze weather data 

and predict agricultural crop production 

in an agricultural area in India. The au-

thors present a series of examples that il-

lustrate how graph analysis can be used 

to identify relationships between weather 

data and crop production [33]. 
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• "Using Neural Networks and Graph Da-

tabases to Predict Corn Production in the 

United States" by M. Zhang et al. (2019) 

- This paper examines the use of neural 

networks and graph databases to predict 

corn production in the United States. The 

authors demonstrate that combining these 

technologies can lead to a significant im-

provement in prediction accuracy [34]. 

• "A Deep Learning Approach to Soybean 

Yield Prediction Using Field Observa-

tions and Satellite Imagery" by Ma et al. 

(2021). In this paper, the authors propose 

a new deep learning model to predict soy-

bean crop yield using satellite imagery 

and field observation data [35]. 

• "Application of a Graph Database in Pre-

dicting Soybean Yield in Different Re-

gions of Argentina" by H. de la Fuente et 

al. (2020). This paper presents a graph 

database model that is used to predict 

soybean crop yield in different regions of 

Argentina. 

• "Graph Convolutional Networks for Soy-

bean Yield Prediction: A Comparative 

Study" by Liu et al. (2020). In this paper, 

researchers compared the performance of 

graph-based convolutional neural net-

work models to predict soybean crop 

yield in different regions of China [36]. 

All these works focus on using graph data-

base systems to analyze data and make more 

accurate predictions regarding agricultural 

crop productivity. Graph database technol-

ogy provides an efficient way to represent 

complex agricultural data and can be used 

to identify hidden patterns or relationships 

between variables. In the field of predicting 

the productivity of agricultural crops, vari-

ous researches have been carried out using 

Neo4j graph database systems, among 

which the following scientific works can be 

distinguished: 

• "Graph Database-Based Crop Yield Pre-

diction Model Using Neo4j" by Liu et al. 

(2019). This paper proposes a method to 

build a graph database of agricultural 

data and use it to predict crop yield. Re-

searchers have demonstrated the effec-

tiveness of this approach by predicting 

the yield of a maize crop in Shandong 

Province, China [37]. 

• "Design of a Knowledge Graph Based on 

Neo4j for Crop Growth and Yield Predic-

tion" by Wang et al. (2020). This paper 

presents a method to construct a 

knowledge graph of agricultural crop 

growth and use this graph to predict crop 

yield. Researchers have demonstrated the 

effectiveness of this approach by predict-

ing rice crop yield in Jiangsu Province, 

China [38]. 

• "A Graph Database Framework for Crop 

Yield Prediction" by Kumar et al. (2020). 

This paper presents a graph database 

framework for agricultural data analysis 

and used this framework to build a crop 

yield prediction model. Researchers have 

demonstrated the effectiveness of this 

framework by predicting potato crop 

yield in different regions of India [39]. 

These papers demonstrate the utility and ef-

fectiveness of using Neo4j graph database 

technology in the field of agriculture and 

crop productivity prediction. Neo4j enables 

more efficient analysis and visualization of 

complex agricultural data, which can lead to 

greater accuracy in crop yield prediction 

and better management of agricultural re-

sources. 

In order to obtain high and stable yields, it 

is necessary to study the cultivation of this 

crop through the use of intelligent technol-

ogies, including the prediction of productiv-

ity results and production quality. As a re-

sult of predicting productivity according to 

climatic conditions, important knowledge 

can be gained, including: 

• Understanding the interaction between 

climate factors and productivity: By ana-

lyzing weather and production data, we 

can gain a deeper understanding of how 

weather conditions affect soybean 

productivity and identify patterns and 

trends in this relationship. 

• Optimizing agricultural practices: With a 

better understanding of the interaction 

between weather conditions and soybean 

productivity, we can help farmers make 
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better decisions about agricultural prac-

tices, such as when to plant, type and 

amount of fertilizers, etc., to maximize 

soybean productivity and reduce costs 

and environmental impact. 

• Improved production planning and sup-

ply chain management: With more accu-

rate prediction of soybean productivity 

based on weather conditions, food com-

panies can better plan the production and 

storage of soy-based food products, help-

ing them reduce waste and costs and im-

prove supply chain management. 

• Improving sustainability: By identifying 

optimal agricultural practices to maxim-

ize soybean productivity depending on 

weather conditions, we can help reduce 

environmental impact and increase agri-

cultural sustainability. Also, by improv-

ing production planning and supply chain 

management, we can reduce waste and 

costs and improve the efficiency and sus-

tainability of the food industry. 

In the specialized literature there are a num-

ber of scientific works carried out in differ-

ent countries that use the Neo4j graph data-

base systems in the field of predicting the 

productivity of soybean crops: 

• "A Comparative Study of Neo4j and 

PostgreSQL in Soybean Yield Predic-

tion" by Ye et al. (2021). This paper com-

pares the performance of Neo4j and Post-

greSQL graph databases in predicting 

soybean crop yield in different regions of 

China [40]. 

• "Graph-based Analysis of Soybean Yield 

Prediction Using Neo4j" by Hu et al. 

(2020). In this paper, researchers used 

Neo4j technology to build a graph data-

base of field observation data and satel-

lite images to predict soybean crop yield 

in different regions of China [41]. 

• "Development of a Soybean Yield Pre-

diction System Using Neo4j Graph Data-

base" by Wang et al. (2020). In this pa-

per, the authors developed a soybean crop 

yield prediction system using the Neo4j 

graph database and evaluated the perfor-

mance of the system in comparison with 

other prediction methods [42]. 

In the Romanian space, the use of these 

technologies is not reflected. 

All of these works use Neo4j technology to 

build complex graph databases and make 

more accurate predictions of soybean crop 

productivity. Neo4j is a scalable and effi-

cient graph database that can be used to an-

alyze and visualize agricultural data. Agri-

cultural research is constantly developing, 

and the use of graph database systems can 

be an interesting solution to analyze data 

and make more accurate predictions. Each 

research analyzes various aspects of certain 

problems specific to the area, the climatic 

conditions or the population in that area. 

Certainly, there are many research opportu-

nities in this area. This is an example of the 

research potential in this area, where tech-

nology can be used to gain a better under-

standing of agricultural processes and make 

more accurate predictions of crop produc-

tivity. 

The purpose of a model for predicting the 

productivity of agricultural crops, espe-

cially soy, is to assess the risks and to make 

the necessary decisions, to estimate the fu-

ture production of the crop, to minimize the 

impact of climate change on the environ-

ment and human communities, to manage 

natural resources, as well as to develop sus-

tainable economy. 

The objectives of the productivity 

prediction model include: 

1. Forecasting future production: One of 

the main objectives of an agricultural 

crop productivity prediction model is to 

estimate future crop production based 

on weather conditions and other varia-

bles. 

2. Identifying influencing factors: The 

model can be used to identify influenc-

ing factors affecting soybean crop 

productivity and determine which of 

these factors have the greatest influence 

on production based on factors such as 

weather conditions, soil, type and 

amount of agricultural inputs (eg ferti-

lisers, biostimulants, herbicides and 

pesticides) as well as other key variables 
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such as moisture level, temperature, 

light or pest infestation level. 

3. Optimizing agricultural practices: The 

model can be used to identify best agri-

cultural practices and optimize the use 

of agricultural inputs, as well as assist in 

real-time decision making during the 

cropping season. 

4. Improved profitability: By providing 

accurate estimates of future production, 

the model can help increase profitability 

by reducing costs and increasing pro-

duction. 

5. Reducing risk and increasing resilience: 

The model can help reduce the risk as-

sociated with agricultural crops by iden-

tifying conditions that can affect 

productivity and providing timely infor-

mation to enable farmers to take preven-

tive measures. 

 

Database development 

To fulfill the objectives, a graph database 

was developed in Neo4j DBMS, Cypher 

language. Soybean productivity prediction 

using intelligent data analysis databases and 

graph models can be achieved through the 

following steps: 

1. Collection and cleaning of relevant ag-

ricultural production data such as pro-

duction history, meteorological data, 

soil type, use of plant products: fertiliz-

ers, pesticides, biostimulants as well as 

other important information. 

2. Creating the database. Using the Cypher 

query language, nodes grouped accord-

ing to data types (labels) are created and 

properties are added for the relevant 

variables; 

3. Creating relationships between nodes to 

reflect interactions between factors that 

influence productivity to enable quick 

and easy access to needed information. 

For example, we can create a relation-

ship between a node representing a rain-

fall amount and a node representing a 

biostimulator to show how a particular 

practice affects productivity. 

Nodes were created to process data related 

to the amount of monthly and annual 

precipitation, monthly and annual average 

temperatures, monthly and annual 

hydrothermal coefficient, monthly and 

annual average wind speed, air quality 

(release of harmful substances into the 

atmosphere from factories and vehicles), 

the productivity in quintals per hectare 

(q/ha) of some species of agricultural plants 

(soy). Data from the period 2002 – 2022 

published by the National Bureau of 

Statistics of the Republic of Moldova[43] 

are included. 

The necessary nodes were created that 

contain the data related to the monthly and 

annual amount of precipitation, 

temperature, hydrothermal coefficient - 

htc), soybean productivity for the studied 

period. The data presented are from the 

central region of the Republic of Moldova. 

 
MERGE(jan2rC:MYRC{name:'Jan 2002 Rain-

fall Center', Rainfall:17}), 

(feb4rC:MYRC{name:'Feb 2004 Rainfall 

Center', Rainfall:38}), 

(may15rC:MYRC{name:'May 2015 Rainfall 

Center', Rainfall:15}); 

MERGE (mar3tC:MYTC{name:'Mar 2003 Tem-

peratue Center', temp:7.2}), 

(apr10tC:MYTC{name:'Apr 2010 Temper-

atue Center', temp:11}); 

MERGE(apr2chtC:MYCHTC{name:'Apr 2002 

HTC Center', htc:1.0, drought:0}), 

(jul6chtC:MYCHTC{name:'Jul 2006 HTC 

Center', htc:0.8, drought:1}); 

MERGE(r2c:YRC{name:'Rainfall 2002 Cen-

ter', rainfall:604}), 

(r6c:YRC{name:'Rainfall 2006 Center', 

rainfall:564}); 

MERGE (t5c:YTC{name:'Temperatue 2005 

Center', temp:10.5}), 

(t8c:YTC{name:'Temperatue 2008 Cen-

ter', temp:11.3}); 

MERGE (y5C:YCHTC{name:CHT 2005 Cen-

ter', cht:1, drought:0}), 

(y9C:YCHTC{name:CHT 2009Center', 

cht:0.8, drought:2}); 

Nodes were made regarding soybean pro- 

ductivity for the studied period: 
MERGE(soy05:Productivity{name:'Soy 

Prod 2005', harvest:18}), 

(soy11:Productivity{name:'Soy Prod 

2011', harvest:14}); 

 

A fragment from the graph database is rep-

resented in figure 1.
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Fig. 1. Graph database. 

 

Next, the relationships between different 

types of nodes were determined: Amount of 

precipitation → Hydrothermal coefficient 

→ annual temperatures → Productivity, etc. 

Some instructions for making relationships 

are given below: 

 
MATCH ( r ), ( c ) WHERE Id( r )= 652 

and id(c)= 611 

MERGE ( r ) - [rel: DETERMINE_HTC]->( 

c ); 

MATCH ( t ), ( c ) WHERE Id( t )= 672 

and id(c)= 611 

MERGE (t ) - [rel: DETERMINE_HTC]->( c 

); 

MATCH ( c ), ( p ) WHERE Id( c )= 611 

and id(p)= 631 

MERGE (c ) - [rel: DETERMINE_PROD] -> 

( p ); 

 

Development of the prediction model 

Link prediction is a task in graph theory and 

machine learning where the goal is to 

predict missing links or relationships 

between nodes in a graph. In the context of 

drought prediction, neo4j can be used to 

represent the relationships between various 

factors that contribute to drought, such as 

temperature, precipitation, soil moisture, 

hydrothermal coefficient, etc. There are 

several machine learning algorithms that 

can be used to create a prediction model in 

Neo4j. These algorithms can be 

implemented in Neo4j using the APOC 

(Awesome Procedures On Cypher) and 

GDS (Graph Data Science) libraries, which 

provide a variety of machine learning 

algorithms and graphs. Using data analysis 

algorithms, such as regression or machine 

learning algorithms, to analyze 

relationships between data and determine 

which ones are most important for 

predicting drought. To make a prediction 

model it is important to choose the right 

algorithm and test different methods to see 

which one is more accurate and efficient. 

Modeling a predictive machine learning 

graph proceeds in several steps: 

1. Graph preprocessing refers to the 

process of preparing and processing raw 

data to make it easier to analyze and use in 

machine learning algorithms such as 

cleaning and transforming a graph dataset 

before it is used. The purpose of 

preprocessing is to provide good features 

for the learning algorithm. 

2. Data analysis: Once the data has been 

modelled, mathematical models, graph 

models, and data analysis algorithms from 

the GDS (Graph Data Science) library can 

be developed to analyze the data and 

identify relevant trends, patterns, or 

relationships. These models can be used to 

identify factors affecting crop and livestock 

productivity and make predictions about fu-

ture production. For example, one can use 

clustering algorithms to group areas with 

similar weather conditions and use regres-

sion algorithms to identify the factors that 

have the greatest impact on productivity. 

3. Making predictions: Based on validated 

models, predictions can be made about the 

future production of agricultural crop 

productivity in our graph database. For ex-

ample, we may use Machine Learning (ML) 

algorithms. Complex graph analysis 
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through machine learning methods can be 

achieved by creating graph processing 

pipelines (Graph Processing Pipelines) 

which represent a set of processes and 

technologies used to perform analysis and 

processing operations on graphs, i.e. on data 

models that consist of interconnected nodes 

and relationships. In the GDS library in the 

Neo4j DBMS, pipelines provide an end-to-

end workflow from feature extraction to 

training and applying machine learning 

models. These pipelines are commonly used 

in data analytics and machine learning to 

perform a number of operations such as: 

• Data extraction from nodes and 

relationships 

• Graph metrics and properties such as 

graph centrality and node degree 

computation 

• Graph analysis and modeling such as 

clustering and community detection 

• Machine learning models training and 

testing to perform classifications and 

predictions on graphs. 

 

Creating a prediction pipeline: 

The first step in developing a crop 

estimation model is to design an in-memory 

graph, which can later be used in algorithms 

and graph queries. 

The following statement will project a 

graph using a native projection using the 

function "gds.graph.project ", which can 

later be used in graph algorithms and 

queries, and store it in the graph catalogue 

under the name "predProd ", using the tags 

(types of nodes): ":YHTCc" (the nodes 

containing the annual hydrothermal 

coefficient - htc, with the properties "htc" 

and "drought", based on which the 

production quantity can be determined), ": 

Prod" (with the properties " harvest " and " 

class ", for training) and ": ProdP" (with the 

property "harvest", for prediction - the 

average harvest expressed in quintals per 

hectare - q/ha). The result is shown in figure 

2. 

 
CALL gds . graph . project ( 'prod-

Pred' , 

  { YHTCc :{ properties :[ 'htc' , 

'drought' ]}, 

Prod :{ properties : 'harvest' }, 

ProdP :{ properties : 'harvest' } 

  }, 

  { DETERMINE_PROD : { 

            type : 'DETERMINE_PROD' , 

orientation : 'UNDIRECTED' 

  } } ); 

 

 

Fig. 1. The projected graph. 

In order to be able to analyze the complex 

interactions between the different elements 

and variables that can affect the appearance 

and evolution of the studied phenomena, the 

incorporation of nodes into a model 

(embedding) is used as a pre-processing 

step. Nodes represent the interconnected 

objects or entities in a given context, thus 

reflecting the relationships and 

interdependencies between them. Node 

embedding algorithms compute reduced-

dimensional vector representations of the 

nodes in a graph. These vectors, also called 

embeddings, can be used for machine 

learning and are typically used as input for 

machine learning tasks. 
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CALL gds.fastRP.write('prodPred',{ em-

beddingDimension: 20, 

writeProperty: 'fastrp-embedding'}) 

YIELD nodePropertiesWritten; 

A common technique used in machine 

learning and data analysis is to determine 

similar nodes as part of preprocessing using 

kNN ( k-Nearest Neighbors ). In this 

technique, the kNN algorithm is used to find 

the k nearest neighbours of a given node in 

a data set based on a similarity metric. Once 

the k nearest neighbors are identified, they 

can be used to group similar nodes together 

for clustering or classification tasks, or they 

could be used to identify outliers or 

anomalies in the data.  

 
CALL gds.knn.write('dtPred', { 

writeRelationshipType: 'SIMILAR', 

writeProperty: 'score', topK: 1, simi-

larityCutoff: 0.8, 

randomSeed: 42, concurrency: 1, 

nodeProperties: ['harvest']}) 

YIELD nodesCompared, relationships-

Written 

 

The gds.knn.write function returns the 

number of nodes compared and the number 

of relationships created in the graph, which 

are saved in the nodesCompared and 

relationshipsWritten variables, 

respectively. 

The gds.knn.write function receives the 

following arguments: 

• 'prodPred ': the name of the graph in 

which the similarity relations are to be 

created 

• writeRelationshipType : the type of 

relationship that will be created between 

similar nodes (in this case ' SIMILAR ') 

• writeProperty : the property to be added to 

the relation (in this case 'score'). The 

similarity score is a numerical value that 

measures the degree of similarity between 

two nodes. In machine learning and 

information retrieval, the similarity score 

is used to rank search results based on their 

relevance to a query. This is often done by 

comparing the query to each entity in a 

database and calculating a similarity score 

for each. The entities with the highest 

similarity scores are then returned as the 

top search results. 

• topK : the maximum number of similar 

nodes that will be connected by the 

'SIMILAR' relationship for each node (in 

this case, 1) 

• similarityCutoff : the minimum similarity 

threshold that must be reached for two 

nodes to be considered similar and 

therefore connected by the 'SIMILAR' 

relationship (in this case, 0.5) 

• randomSeed : the value used to initialize 

the random number generator, to ensure 

the reproducibility of the experiment 

• concurrency : the maximum number of 

threads that can be used simultaneously to 

process data 

• nodeProperties : list of node properties to 

consider in the similarity calculation. 

a) Creating a pipeline named " pipe " for 

training: 

 
CALL gds.beta.pipeline.nodeClassifica-

tion.create('pipe') 

b) Pipeline configuration. Adds a node 

property step to the pipeline. Here the 

input graph contains a harvest node 

property : 

 
CALL gds . beta . pipeline . nodeClas-

sification . addNodeProperty ( 

'pipe' , 'alpha.scaleProperties' , { 

nodeProperties : [ 'harvest' , 'class' 

],  

scaler : 'L1Norm' , mutateProperty : 

'scaledSizes' }) 

YIELDS name , nodePropertySteps ; 

 

c) Selecting Pipe Features and Pipe 

Splitting: 
CALL gds.beta.pipeline.nodeClassifica-

tion.selectFeatures( 

'pipes', ['scaledSizes', 'harvest', 

'class']) 

YIELDS name, featureProperties; 

 

Training the pipeline 

The training data is used to train the 

prediction model. This can be achieved by 

using different machine learning techniques 

such as linear regression, neural networks 

or classification algorithms. The resulting 

table is represented in figure 3. 
 

CALL 

gds.beta.pipeline.nodeClassification.t

rain('prodPred', { 
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pipeline: 'pipe', targetNodeLabels: 

['Prod'], 

modelName: 'nc-pipeline-model', 

targetProperty: 'harvest', 

randomSeed: 1337, metrics: ['ACCURACY', 

'OUT_OF_BAG_ERROR'] 

}) YIELD modelInfo, modelSelectionStats 

RETURN 

modelInfo.bestParameters AS 

winningModel, 

modelInfo.metrics.ACCURACY.train.avg 

AS avgTrainScore, 

modelInfo.metrics.ACCURACY.outerTrain 

AS outerTrainScore, 

modelInfo.metrics.ACCURACY.test AS 

testScore, 

[cand IN 

modelSelectionStats.modelCandidates|ca

nd.metrics.ACCURACY.validation.avg] AS 

validationScores; 

A fragment of the resulting of pipeline train-

ing is shown in figure 3. 
 

 

 
Fig. 2. The result of pipeline training. 

 

Model Validation: After the model has 

been trained, it must be validated to ensure 

that it is working correctly. This is done by 

using the test data set to evaluate the 

performance of the model. For example, 

you can use metrics such as accuracy, 

sensitivity, and specificity to evaluate 

model performance. 

Testing the prediction model using 

historical data and adjusting it if necessary 

to improve its accuracy. Result prediction is 

representing in the figure 4. 
 
CALL 

gds.beta.pipeline.nodeClassification.p

redict.stream('prodPred', { 

modelName: 'nc-pipeline-model', 

includePredictedProbabilities: true, 

targetNodeLabels: ['ProdP'] 

}) 

YIELD nodeId, predictedClass, 

predictedProbabilities 

WITH gds.util.asNode(nodeId) AS 

harvestNode, predictedClass, 

predictedProbabilities 

RETURN harvestNode.name AS 

classifiedYear, predictedClass, 

floor(predictedProbabilities[predicted

Class] * 100) AS confidence 

ORDER BY classifiedYear 

 

 
Fig. 3. Prediction result. 

Using the model: After the model has been 

validated, it can be used to make predictions 

for new data or to explore data in the 

database. 
 

5. Conclusions 

The holistic approach to crop cultivation 

under climate change involves the use of a 

set of agricultural measures and practices 

that improve crop performance, protect soil 

and water, and ensure sustainable and 

quality production. These measures must be 

adapted to the specific needs and conditions 

of each agricultural holding, taking into 

account the impact of different factors and 

the weight of each one in the final result. 

The use of intelligent technologies can 

significantly contribute to solving 

structured, unstructured and poorly 

structured problems in agriculture under the 

conditions of climate change. These 

technologies can improve the efficiency and 

accuracy of decision-making, help identify 

the best agricultural practices, and increase 

the productivity and sustainability of 
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agriculture. In addition, the initial costs of 

implementing new technologies can be 

high, which can make their adoption 

unaffordable for small and medium-sized 

farmers. Also, the use of these technologies 

may require continuous investment over 

time, which may be difficult for farmers 

facing limited returns. Efforts to adapt to 

new smart technologies can help improve 

agricultural performance, increase 

profitability and ensure the sustainability of 

the agricultural sector. 

Prediction is an ever-evolving field, and re-

searchers continue to explore and develop 

new methods and technologies to improve 

crop productivity prediction. These meth-

ods include the analysis of past weather and 

agricultural data, the use of satellite im-

agery and sensor technology, as well as data 

analytics and artificial intelligence technol-

ogies. The use of intelligent data analysis 

databases and graph models can be a valua-

ble tool to help farmers and agricultural en-

trepreneurs optimize their agricultural pro-

duction and make informed and sustainable 

decisions. The created model uses the data 

from the period 2002 – 2018. For testing, 

the data from the years 2019 – 2021 was 

checked. These predictions have mostly 

come true. 

The created model can also be used for var-

ious agricultural crops, but also for predict-

ing the evolution of climatic factors and in-

creasing resilience to various natural haz-

ards. 
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Artificial intelligence (AI) has made enormous strides in recent years, transitioning from 

science fiction to a technology that is revolutionizing every sector of the global economy. 

Thanks to advances in machine learning, natural language processing and computer vision, 

artificial intelligence is no longer a futuristic dream, but a reality today. Once optimised and 

integrated into everyday life, artificial intelligence will substantially enhance human 

capabilities and contribute to the betterment of society. This paper will embrace the 

opportunities offered by computer vision, as part of artificial intelligence, by showcasing the 

FurnishMe application, an image search engine for furniture recommendations. Buying 

furniture online, as well as offline, is an overwhelming process given the quantity and diversity 

of furniture products available. The FurnishMe software solution allows users to easily explore  

the furniture of the three largest furniture retailers in Romania: Ikea, Jysk, and Dedeman. The 

system analyses user-uploaded interior design images in order to identify furniture items and 

provide aesthetically similar products from the three big retailers mentioned above. Both 

consumers and traders benefit from this solution. Clients benefit from a quick and easy way to 

choose the product they desire which integrates various features such as design, texture and 

colour. Moreover, businesses gain from greater sales by luring clients and saving time on in-

person consultations.  

Keywords: Deep Learning, Convolutional Neural Networks, Object Detection, Furniture 

recommendations, Web Scraping, Computer Vision, Visual Search Engine  

 

Introduction 

In recent years, the technology 

innovation has helped propel e-

commerce forward, making online 

purchases of furniture increasingly 

commonplace. As civilization has evolved 

and living standards have increased, people 

have inclined to establish visual comfort in 

their houses in addition to safety and 

physical comfort. As part of an increasingly 

digital environment, it's simply natural for 

technology developers to search for ways of 

providing an easy and personalized shopping 

experience when purchasing furniture 

online. According to Ozturkan [1], 8 out of 

10 consumers who have been impressed by 

giants like IKEA or Amazon have bought 

furniture online thanks to hyper-

personalised marketing, augmented reality 

and the ability to contextualise potential 

purchases in their own home.  

E-commerce and the furniture industry have 

experienced impressive growth over recent 

years. However, searching for and choosing 

furniture online can be a challenging and 

time-consuming activity which decreases 

user satisfaction through poor choices or 

limited options available.  

Furniture shopping can be an overwhelming 

task for the majority due to the variety of 

furniture products on the market. Moreover, 

searching through specialized website 

catalogues is a time-consuming activity 

since there are no compatibility checks 

between textures, colours or dimensions of 

the products. Consumers are frequently 

inspired by interior design images on social 

media, yet they may find it challenging to 

discover specific or similar furniture 

products. This step requires browsing 

through multiple online stores for products 

with matching features. 

The aim of this study is to create a computer 

vision technology-based information system 

that simplifies the home furnishing process. 

Based on the recognition of furniture 

objects, the system will generate relevant 

1 
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and personalised product recommendations 

from partner furniture stores. As a result, 

users will benefit from an improved 

experience in finding the right furniture for 

their needs and preferences. 

In the next sections of this paper, we will 

present methods, technologies and results 

obtained during this research project in order 

to demonstrate its efficiency and usefulness 

for furniture recognition and 

recommendation. 

 

2. Literature Review 

The information technology system to be 

implemented is an image-based search 

engine that stands out from other similar 

systems by integrating a furniture object 

detection module. 

Today, computer vision-based information 

systems provide deep and truthful analysis 

of visual reality thanks to deep learning 

techniques and convolutional neural 

networks (CNNs). These techniques have 

been applied in various fields such as 

fashion, medicine, transport or furniture. In 

the furniture industry, image-based 

recommendation engines can identify 

similar products based on design, style and 

various characteristics such as colour or 

texture. 

It is essential to understand the accuracy and 

applicability of these techniques and to 

highlight new research directions. 

In the paper “DeepStyle: Multimodal Search 

Engine for Fashion and Interior Design”, 

Trzcinski and his collaborators developed a 

multimodal search engine that combines 

visual and textual cues to retrieve elements 

aesthetically similar to the query from a 

multimedia database [2]. 

They aim to enable intuitive retrieval of 

products for fashion and interior design 

domains, as well as to address the 

inadequacies of currently existing search 

engines, by using a neural network 

architecture to model the joint multimodal 

space of database objects.  

The search engine accepts two types of 

query information: an image that contains 

object(s) and a textual query that specifies 

the search criteria. YOLO detection model 

was used in order to detect objects of 

interest. Visual search identifies the image 

query's nearest neighbours in the space of 

extracted features. Textual queries limit the 

set of results to those that are relevant to the 

query.  

The article discusses several neural network 

architectures used for multimodal search, 

including convolutional neural networks 

(CNNs), Siamese Networks, LSTM 

networks, and structure-content neural 

language models (SC-NLMs). The authors 

propose their own architecture called 

DeepStyle which uses a combination of these 

elements [2].  

Another relevant study to this research 

presents a new interior style detection 

approach that uses multi-scale features and 

boosting to increase accuracy over 

traditional and residual network methods. 

With this approach, interior style detection 

involves non-hierarchical clustering and 

multi-scale feature fusion by using spatial 

pyramid matching (SPM), colour 

information and object detection into bag of 

visual words (BoVW) [3]. Features 

extracted from images may include colour 

histogram, vector colour analysis and local 

feature histograms. The algorithm also 

involves predetermining cluster number in 

advance, training with rule-based boosting 

and using LightGBM to estimate room style. 

The proposed method outperforms 

conventional BoVW methods and residual 

network (ResNet) in terms of accuracy.  

The literature has highlighted various 

approaches to the development of image-

based search engines. Considering the 

detailed notions previously discussed, the 

primary objective of this paper is to integrate 

advanced image processing algorithms into 

an efficient and relevant solution for the 

needs of the furniture industry and  

consumers. 

 

 

 

pc bx by bw bh c1 c2 ... ... cn 
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3. Methodology 

The architecture of the proposed solution is 

composed of several interconnected 

components that work together to provide 

functionalities like object detection and 

furniture recommendation. Figure 1 shows a 

diagram of the solution architecture: 

 

 
Figure 1. Solution arhitecture 

A. Object Detection Module 

YOLOv5 neural network was trained to 

detect pieces of furniture. You Only Look 

Once (YOLO) is a state-of-the-art algorithm 

for real-time object detection. Outstanding 

features for this algorithm are speed and 

accuracy in detection. YOLO uses a single 

neural network to perform classification as 

well as calculating the coordinates of the 

bounding boxes of objects in an image. It is 

currently an open-source algorithm that 

benefits from the support of a large 

community that constantly contributes to its 

improvement [4]. 

The first step in object detection using the 

YOLO algorithm starts by dividing the 

original image into NxN cells of equal 

shapes. Thus, each cell is responsible for 

localizing and classifying the object that it 

covers, along with a confidence score. This 

confidence score reflects the model's 

certainty that an object exists in that cell and 

that the delineation is accurate [4,5]. 

The next step is to determine the bounding 

boxes. YOLO determines the values for the 

bounding boxes’ attributes using a 

regression algorithm where Y is the final 

vector representation for each bounding box 

and has the following structure [4]: 

• pc   represents the probability score of the 

cell containing an object; 

• (bx, by) indicates the centre of the 

predicted bounding box; 

• (bw, bh) represents the size of the 

bounding box; 

• ci corresponds to the class of objects 

predicted by the classification algorithm  

Frequently, there may be multiple bounding 

box predictions for a single object. Using the 

Intersection over Union (IoU) and Non-Max 

Suppression metrics we manage to eliminate 

redundant detections. IoU measures the 

overlap between two bounding boxes which 

are usually the predicted box and the ground 

truth box. The metric has a range from 0 to 1 

and is defined as the ratio of the area of 

intersection to the area of meeting of two 

rectangles as shown in Figure 2. The higher 

the value of IoU, the more the predicted box 

overlaps with the ground truth box. To 

eliminate redundant boxes, the NMS metric 

compares the previously calculated scores 

and eliminates those boxes with lower scores 

to the advantage of overlapping boxes with a 

higher score [6]. 

 

 
Figure 2. Intersection over union 

Architecturally, the YOLO model consists 

of three key components: head, neck and 

backbone as shown in Figure 3. The 

backbone component is composed of 

convolutional layers. It is responsible for 

extracting features from an input image. 

Firstly, it is trained on a classification 

dataset, such as ImageNet. Also, the 

backbone component is usually trained with 

a lower resolution than the final detection 

model, since detection requires finer details 

than classification [5]. The neck component 

uses the features of convolution layers in the 

fully connected layered backbone to make 

predictions about the probabilities and 

bounding box coordinates. The head 

component is the final output layer of the 

network that can be interleaved with other 
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layers with the same input shape for transfer 

learning. These three portions of the model 

work together for feature extraction, object 

classification and localization [5,7]. 

 

 
Figure 3. YOLO architecture [7] 

B. Background removal 

 

Background removal is a key technique 

which improves the recommendations of 

furniture products. The only relevant 

features for finding similar objects are the 

features of the detected object and not the 

environment. Consequently, we used Mask 

R-CNN model to segment the detected 

object and to translate it into an image with 

a white background. Thus, by reducing the 

background noise we manage to improve the 

accuracy of the recommendation algorithm. 

Due to the lack of a dataset including the 

object masks of the FurnishMe application's 

eight classes, we used the pre-trained model, 

provided by the open-source platform 

Detectron2, whose modules could be used 

by simply installing them in the Anaconda 

virtual environment. 

 

C. Integrating with Ikea, Jysk, Dedeman 

store websites 

The web scraping process allows the 

application to be integrated with the most 

popular e-commerce sites in the furniture 

industry. The Selenium library was used to 

browse the websites of IKEA, Jysk, and 

Dedeman stores, while Beautiful Soup, a 

library for parsing HTML and XML 

documents, was used to extract data. Images 

of products linked to the eight categories 

were downloaded and saved to disk, and 

details such as name, price, and external link 

were saved in the database. 

D. Reverse Image Search Engine 

 

 
Figure 4. Image Search Engine architecture 

 

In terms of recommending furniture 

products from the websites of Romania’s 

most popular retailers, our primary goal was 

to develop a module that relies solely on 

visual similarity. It was identified the need 

to transform the information contained in 

millions of pixels of an image into a small 

representation that can be compared with 

other representations. A convolutional 

neural network takes an image as input and 

converts it into a feature vector. The latter 

serves as input to a classification layer which 

identifies the class label [2]. An ideal way to 

find similar images would be to pass the 

images through a high-performance 

convolutional neural network, extract the 

features and use a metric such as Euclidean 

distance or angular cosine to calculate the 

closest feature vectors. 

Resnet neural network was used to 

understand the distinctive features of the 

images and represent them as feature 

vectors. Similar images are retrieved based 

on metrics such as Euclidean distance or 

angular cosine. A major advantage is that 

Resnet18 is available as a pre-trained model 

so that it can be used for image recognition 

without being trained from scratch. 

Architecturally, Resnet is composed of 

residual blocks that allow easy propagation 

of information through the network. By its 

structure the algorithm solved the problem 

of information loss in a multi-layer neural 

network [8]. This phenomenon is called the 

gradient vanishing problem. In the process 

of back propagation, the gradient (a measure 

of the sensitivity of the neural network to 

changes in its weights) shrinks, causing the 

initial layers not to train properly which 

would lead to poor network performance [9]. 
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As a result, the residual blocks contain skip 

connections that allow information to reach 

the previous layers. 

Images downloaded from external sites were 

passed through the ResNet-18 convolutional 

neural network to extract features. Feature 

vectors were indexed thanks to the Spotify 

Annoy library which allows approximate 

nearest neighbour search for points in n-

dimensional space. 

In order to extract feature vectors, the model 

was modified by removing the last layer 

which was responsible for classification. It 

was provided with 512 features, identified as 

inputs by the last convolutional layer, and it 

used them the to identify one of the 1000 

possible classes. Thus, the 512 features will 

be provided to the index which based on the 

angular cosine metric will be able to identify 

the N nearest neighbours 

Index creation is an independent process that 

can be done only once and shared between 

different resources. Any image uploaded 

within the FurnishMe software solution is 

transformed into a feature vector using the 

ResNet-18 neural network. The loaded index 

provides a list of nearest neighbours using 

the angular cosine method. 

 

4. Experiment & Results 

For the development of the furniture object 

detection model, a series of steps were taken, 

such as data collection, data processing, 

training object detection model and 

prediction. The original YOLOv5 deep 

learning model can be used free of charge in 

a pre-trained version on the MS COCO 

dataset. The MS COCO (Microsoft 

Common Objects in Context) dataset is 

widely used for detecting objects belonging 

to 80 different classes. The FurnishMe 

application aims to detect furniture objects 

belonging to 8 classes: bed, sofa, chair, table, 

curtain, mirror, lamp, cabinetry. The dataset 

mentioned above includes only half of the 

classes needed by the computer system (bed, 

sofa, table, chair). Therefore, the YOLO 

neural network requires an explicit training 

process on a custom dataset. 

Training a model from scratch is a difficult 

and time-consuming task. Therefore, I chose 

transfer learning method which reuses a 

previously learned model for solving a 

similar new task. In transfer learning, a 

machine exploits knowledge acquired from 

a previous task to improve the generalisation 

of a new one. In computer vision, neural 

networks are built in layers that 

progressively identify features such as lines, 

colours, textures or shapes, finally reaching 

the identification of specific features for 

classification. In the transfer learning 

technique, layers that identify common 

features are reused and those used for 

classification are retrained [10]. 

Data preparation is another complex and 

time-consuming process, because YOLO 

neural network requires the training dataset 

to be defined in a specific format. For each 

image in the dataset, a text file with the same 

name is created. Each text file contains the 

annotations on the image's item bounding 

boxes. The structure of a line in the text file 

consists of: 

• object class - an integer representing the 

object class code. The class index must 

start at 0 and increase by 1 for each unique 

class in the dataset; 

• Xcentre, Ycentre the coordinates of the 

centre of the bounding box normalised to 

the width and height of the image; 

• W, H - length and height of the bounding 

box normalised to image length and 

height 

The image annotation process can be done 

manually using specialised software such as 

LabelImg. In this paper, images of interest 

were taken from a public source of labelled 

data, Open Images. 

A training dataset (80% of the obtained 

images) and a test dataset (20% of the 

retrieved images) were created. The training 

set is used to teach the model how to detect 

furniture objects. The test dataset is used to 

assess the model's ability to generalise and 

predict on unknown data that was not part of 

the model training process. 

The Google Collaboratory service was 

chosen to train the model thanks to its GPU 
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which speeds up the training time of a deep 

learning model. The model was trained for 

100 epochs with the following results: 

 

 
Figure 5. YOLO training results 

 

Figure 5 shows the performance metrics. 

The Precision (P) is represented by the 

proportion of correct positive predictions 

relative to all positive predictions (correct or 

incorrect) made by the model [11]. This 

metric is useful if we want to reduce the 

number of false positives, i.e. cases where 

the model predicts that an object is in the 

image but in fact it does not exist. 

The Recall (R) metric is the ratio of the 

number of correct positive classifications to 

the sum of the number of correct positive 

predictions and the number of incorrect 

negative predictions [11]. This metric is 

useful when we want to minimise the 

number of false negatives, i.e. cases where 

the model does not identify an object in the 

image even though it exists [12]. Thus, the P 

metric shows the accuracy in classifying 

objects as positive, and the R metric 

measures the ability of the model to detect 

positive objects. 

According to the Figure 5, the model 

recognizes an object properly in 58% of 

cases and it identifies correctly the label of 

all furniture objects in 55% of cases. For the 

IoU (Intersection over Union) metric, it is 

necessary to choose the acceptable threshold 

for which the model prediction is positive 

and correct. Usually, the accepted threshold 

is 50%. By progressively calculating the 

Precision and Recall metrics for different 

thresholds, we obtain the Precision-Recall 

curve visible in Figure 6. We thus observe 

that as the IoU threshold is lower, the Recall 

metric which show the ability to detect 

positive objects increases, but the accuracy 

decreases. 

 
Figure 6. Precision-Recall Curve 

 

Mean Average Precision (mAP) is another 

important metric in evaluating an object 

detection model. This metric is a summary 

of the Precision-Recall curve into a single 

value that represents the average of all 

accuracies across classes [11]. 

Overall, the model exhibits average 

performance, with moderate metric values 

for most classes. We note the increased 

accuracy for labels “bed” and “mirror”. The 

mAP50 score indicates the model's ability to 

detect objects consistently with an overlap of 

more than 0.5 and with an accuracy of about 

52%. However, these scores could be 

improved by optimising the model or 

increasing the training dataset. 

To identify possible errors in the 

classification process, we analyse the 

confusion matrix shown in Figure 7. 

 

 
Figure 7. Confusion matrix 

 

The classification accuracy for each class is 

shown on the diagonal of the confusion 

matrix. The values range from the minimum 

accuracy value, recorded for the cabinetry 

class (0.34), to the maximum accuracy 
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value, recorded for the bed class (0.7). The 

confusion matrix reveals a low level of 

misclassification between furniture items. 

For example, in some cases the sofa is 

classified as a chair. The tendency to 

categorise objects from the classes of 

interest to the background class has been 

highlighted as a drawback in the model. This 

may signal a lack of balanced training data 

or inadequate architecture. 

The purpose of the FunirshMe software 

solution is to demonstrate the feasibility of a 

concept by developing a prototype software 

solution. Due to the limited open-source 

resources and the model’s average 

performance with moderate metric values, 

we chose to use it 

Since the ResNet-18 neural network was 

only used for feature vector extraction (and 

not for classification), the pre-trained 

version was chosen. In this way, we obtained 

meaningful image representations without 

engaging in extensive training. Such a neural 

network stands out for its adaptability thanks 

to training on a diverse dataset. 

The Mask R-CNN model was used for 

instance segmentation process. Due to the 

lack of a dataset including the object masks 

of the FurnishMe application's eight classes, 

we used the pre-trained model. 

Figure 8 shows the integration of the 

modules described above in a Flask web 

application. 

 

 
Figure 8. FurnishMe application 

5. Conclusions 

The main aim of this paper was to develop 

an innovative information technology 

system capable of providing users a 

personalised and easy home design 

experience. The solution is based on 

computer vision technology and it allows the 

users to explore the furniture of some of the 

most popular retailers in Romania: Ikea, 

Jysk and Dedeman. FurnishMe detects 

furniture items in user-uploaded pictures and 

recommends visually similar products from 

the three big shops mentioned above. The 

application adds value to the field under 

review by providing an efficient and 

convenient way for consumers to choose the 

right furniture. The software solution does 

not restrict itself to the products of a single 

retailer, but rather presents the products of 

Romania’s most popular and accessible 

retailers. This aspect allows the users to 

analyse and evaluate products based on their 

specific needs, such as pricing, personal 

preferences, product availability in a 

particular store location and so on. 

At the moment, the solution is only a 

prototype that can be extended and improved 

through additional research. The primary 

goal of this study was to demonstrate the 

feasibility of an idea. One aspect that would 

add value to the software solution is 

optimising the detection and 

recommendation algorithm’s performance 

using various model regularisation 

techniques. Furthermore, user loyalty for the 

FurnishMe software solution could be 

strengthened by collecting user preferences 

and generating personalised 

recommendations. 

 

Appendix 

• CNN – Convolutional Neural Network 

• YOLO – You Only Look Once (Object 

Detection Model) 

• NMS – Non-Maximum Suppression 

• IoU – Intersection Over Union 

• ResNet – Residual Neural Network 

• SC-NLMs - Structure-Content Neural 

Language Models 

• LSTM – Long short-term memory 

• SPM – Spatial Pyramid Matching 

• BoVW – Bag of Visual Words 

• LightGBM – Light Gradient Boosting 

Machine 
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In the context of a pandemic that emerged with lightning speed, data science has become a 

cornerstone for governments decision-making processes. By analyzing numerous centralized 

databases, researchers have been able to identify trends, the spread of the virus, and run 

artificial intelligence (AI) simulations to anticipate crucial points of the COVID-19 pandemic. 

Data warehouses created during this period offer real-time monitoring of the global effects of 

the virus. The health databases are already common in national systems, but their usefulness 

rises above storing medical histories. The cross-disciplinary nature of the COVID-19 pandemic 

accentuates the need for collaboration between doctors, medical specialists and data analysts, 

data engineers, and Artificial Intelligence engineers. This article provides a comprehensive 

overview of how databases and data warehouses can offer different scenarios for citizens and 

health specialists alike. 

Keywords: Data Science, Data Warehouses, COVID-19, Data Analytics 

 

Introduction 

Data Science and the health 

informatics industry are rapidly 

evolving in the previous years. Health 

informatics could be described ”as an 

evolving scientific discipline” [1], serving 

the numerous interest of the specialists - 

from the research of rare or dangerous 

diseases (cancer, Parkinson, Crohn) to the 

prevention of global medical hazards. 

Data Science Driven Analysis represents 

more than running different algorithms on 

databases. The most important part of a 

Data Science project is to use proper data 

sets with real information. Cleaning data 

represents the process of identifying and 

removing errors ”in order to improve data 

quality” [2]. However, the process is time-

consuming and resource-consuming due to 

the appearance of ”Big Data”. This 

phenomenon led to the appearance of real-

time data analysis. In the health system, Big 

Data is represented by the digital medical 

records of the patient.  

Artificial Intelligence technology was used 

during the pandemic years, by official 

entities. For example, World Health 

Organization (WHO) created a project 

called ”WHO Coronavirus Dashboard” 

which is empowered by artificial 

intelligence software to provide real-time 

insights around the globe [3]. European 

Center for Disease Prevention also created 

during the pandemic a series of AI models 

to predict the infectious disease. Their 

model is based on assumptions and it 

analyses different databases provided by 

different entities (authorities, hospitals and 

laboratories). The ECDC’s models are 

focused on how people could interact 

throughout the day. Also, this is the main 

reason why are necessary more databases 

provided by different entities [4] 

Access to real information to train the AI 

models or to create custom dashboards 

about the spreading of the COVID-19 virus 

is a problem. Over the internet there are 

many open-source databases with wrong 

data and the government does not offer 

databases in different formats (csv, sql or 

others). The access is restricted to manual 

database input. These pandemic problems 

highlighted the importance of international 

collaboration to create relational databases 

with real information.  

 

1 
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2. Methods 

 

In our research, we set out to identify how 

Data Science could impact directly the 

management of the COVID-19 pandemic 

and how accessible is this kind of 

technology. We measured the impact by 

analyzing the most well-known scenarios 

about the most affected sections of the 

population using R and datasets with 

records around the world and by 

implementing AI predictions using the 

SARIMAX model. Pursuing the same 

concept, we created a Tableau dashboard 

using real-time synchronization with the 

database.  

Our project is created using the 

methodologies belonging to multiple 

sciences: database development, data 

analytics & science, statistics and machine 

learning. All of these are “under the hat” of 

quantitative measures in the digital age. In 

the following sections, we used open-source 

databases implemented with PostgreSQL 

(PSQL), taking care of the data cleaning and 

normalization process.  

The universality of AI technology is 

demonstrated by world industries. 

Nowadays, car manufacturers, marketing 

companies, health equipment, financial 

technology (FinTech) and many others. The 

key factor is the knowledge transfer from 

human to machine. Having a foundation 

built by human and the capacity of storing 

large amounts of information, the AI could 

support people in their activities as an 

assistant researcher. The machine is able to 

“memories” significantly more knowledge 

than a human being, but the human brain is 

still the cornerstone of society.  

An interesting example of implementing AI 

in a “less popular segment” is presented by 

doctors Diana Hintea, James Brusey and 

Elena Gaura in an article regarding the 

implementation of different AI models to 

estimate the cabin occupant equivalent 

temperature [5]. 

 

 

 

3. Z Tests 

 

For statistical hypothesis analysis, we used 

the Z test, managing data for all the 

countries. The Z test result is calculated by 

dividing the difference between two sample 

means by the standard error of the 

difference. This type of hypothesis testing is 

a standard way of decision-making or a way 

to analyze the impact of the virus [7]. We 

consider the null hypothesis (H0) and the 

HA which rejects the null hypothesis. Also, 

our risk for this experiment is noted with L.  

 

The first statistical test we implemented 

examined the hypothesis that ”Older people 

died after the infection with SARS-CoV-2”. 

All the data are stored in a numeric vector.  

Fig. 1. Subsets of Test Number 1  

 

In our test, the H0 is represented by ”older 

people died after SARS-CoV-2 infection”. 

In this case, the alternative hypothesis is 

”there is no connection between age and 

mortality after SARS-CoV-2 infection”. 

We used the ”two-sided” alternative 

because the scope of the test is to identify if 

the scenario is true in the provided context.   

 
z.test(cured$age, deaths$age, 

alternative="two.sided", conf.level = 

0.99) 

Fig. 2. Z Test Number 1 in R 

 

The resulting interval is [-25.52122; 

-15.50661]. Even though the distance 

between the ends of the interval is far apart, 

they represent a shred of evidence to 

confirm the hypothesis. The p-value helps 

the researcher to determine the statistical 

significance of the test. In our case, the 

value of it is 2.2e-16, significantly above 

0.05 - the reference value (the alpha from 

the z.tests function body). 
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z.test(men$deaths_dummy,women$deaths_d

ummy, alternative="two.sided", 

conf.level = 0.99) 

Fig. 3. Z Test Number 2 in R 

 

For the second test, the resulting interval is 

[0,8;8,8]. It shows the risk of the men dying 

after the infection. The practical 

interpretation is that men have a 0,8% to 8% 

higher risk to die after infection. In this 

case, the p-value is significantly higher than 

in the previous test. The value is 0.002, but 

is still lower than the reference value. 

However, the mortality of the men is 8,5%, 

while the mortality of women is 3,7%.  

These two tests confirm both null 

hypotheses and we can conclude that the 

risk is a variable that depends very much on 

gender and age. Also, in our analysis there 

is not recorded the impact of the medical 

records of the patients from the previous 

years. 

 

4. Summary of the database using 

Jupyter Notebook 

 

Our objective in Jupyter Notebook was to 

discover trends of the virus spreads and to 

view its geographical expansion. 

There are two default manners of analyzing 

trends evolution according to A. Morgan, 

A. Amed, D. George and M.Hallett: 

• ”Overall positive change ( higher highs 

and higher lows - expressed as value 

increase ) +1” 

• ”Overall negative change ( lower highs 

and lower lows - expressed as value 

decrease ) -1” [8] 

Fig. 4. Spread map in T0 

 

Considering January 2020 as being the start 

moment of the pandemic period in the 

world, we have in the Fig. 4 the map of 

COVID-19 spread in the debut of the 

pandemic. The main variable of the targeted 

trend is the number of confirmed cases. 

The second and the third key moments 

visible on the world map created in Jupyter 

Notebook are 03/03 and 03/29. From these 

two pictures, we can observe that the spread 

direction is from East (E) to West (W) and 

in less than a month, all the Europe’s 

countries jumped over the superior limit of 

our analytics.  

 

 
Fig. 5. Spread map in T1 - 03/03 

 

 
Fig. 6. Spread map in T2 - 03/29 

 

In the Fig. 6, the trend is confirmed 

spreading the virus all around the globe.  

In the generated Jupyter Notebook with the 

evolution of COVID-19 in the world, the 

user could easily observe that a crowded 

area with a high number of people in one 

square kilometer is affected first.  

These observations are obvious looking at a 

video or trying to remember the first part of 

2020. However, these videos and analyses 

would not have been possible without Big 

Data or Health Informatics. The speed of 

development is a high advantage in crisis 

situations when the authority's reaction 

should be almost immediate. The data 

analyses role is to manage all the data flow 

in real-time to help in the management of 

the decisions.  

A clear illustration of the importance of 

these technologies in a crisis situation is 

represented in Fig. 7. To be able to visualize 

the map from Fig. 4, Fig. 5 and Fig. 6 could 

prevent the authorities and the population 

that the situation represented in Fig. 7 is 

imminent. 



Database Systems Journal vol. XIV, no. 1/2023 27 

 

 

Fig. 7. Spread map in T3 - 05/05 

 

5. Time series 

 

”Time series forecasting models are used to 

predict the futuristic outcomes based on 

historical information” [9]. 

We applied the SARIMAX model to the 

official datasets of governments about 

COVID-19 confirmed cases. 

Seasonal AutoRegressive Integrated 

Moving Average with exogenous variables 

(SARIMAX) is a time-series model based 

on the popular AutoRegressive Integrated 

Moving Average (ARIMA) model. The 

difference is that in the SARIMAX model, 

the seasonality and exogenous variables are 

analyzed, too. ”It is interesting to think that 

all exogenous factors are still technically 

indirectly modeled in the historical model 

forecast” [10]. For our analysis, there are 

four main categories of external data with a 

significant impact on the prediction 

accuracy: 

• Geographic & Demographic 

distribution 

• The economic power of the state 

• Urban mobility 

• Vaccination rate (this one is not 

possible to be applied in our research, 

because at the moment of data 

recording, there was no vaccine) 

In order to apply the SARIMAX model to 

the COVID-19 dataset, an important step 

before is a stationary check. The 

mathematical formula for this verification is 

that standard deviation is not dependent on 

time. This is the equivalent of the idea that 

a shift in the series does not create any 

change in the shape of its distribution. [11] 

The Seasonality component of SARIMAX 

models refers to events that are not 

consistent during the time and appears just 

in shorter periods. Viktor Mehandzhiyski 

has a practical example of this 

phenomenon: the” Jingle Bells” song [12].  

In the SARIMAX model, there is used a 

combination of autoregression with 

seasonality. The actual output is the 

dependence of the past values of the 

variables and the moving average 

(dependence of the variable on forecast 

error) [13]. 

Fig. 8. SARIMAX model components - 

Time series Analysis, Regression and 

Forecasting with Python -

https://timeseriesreasoning.com/contents/re

gression-with-arima-errors-model/ 

 

In order to apply the SARIMAX model to 

the COVID-19 dataset, an important step 

before is a stationary check. The 

mathematical formula for this verification is 

that standard deviation is not dependent on 

time. This is the equivalent of the idea that 

a shift in the series does not create any 

change in the shape of its distribution. [11] 

The Seasonality component of SARIMAX 

models refers to events that are not 

consistent during the time and appears just 

in shorter periods. Viktor Mehandzhiyski 

has a practical example of this 

phenomenon: the” Jingle Bells” song [12].  

In the SARIMAX model, there is used a 

combination of autoregression with 

seasonality. The actual output is the 

dependence of the past values of the 

variables and the moving average 

(dependence of the variable on forecast 

error) [13]. 
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The most important principle in which the 

SARIMAX model works is that training 

data prepare the algorithm for the 

prediction. However, the accuracy of the 

model is measured using the computation 

with the real situations. 

After we trained the model with data 

fromthe first three months of the COVID-

19 pandemic in Romania and Spain, we 

collected the next results (Tabel. 1 for Spain 

and Tabel. 10 for Romania). The datasets 

were provided as excels from the official 

websites of the Ministry of Health in these 

two countries. 

Every row in these tables represents the 

simulation in a day. There is a prediction on 

5 days, storing data from the last three 

months (90 days). The report is 1/18 

(simulated days / analyzed days). 

 

Table 1. Romania’s prediction 

 
 

Intriguingly, the first error values 

considered in the module are closely (10,65 

for Spain and 12,03 for Romania). Looking 

for other simulations, we observed that the 

first value of the error in the module is 

situated between 10% and 15% (Germany 

12,43%, Italy 9,8%, France 14,74%). This 

fact could indicate a standard error of the 

model caused by the lack of a larger dataset. 

Also, SARIMAX is a model that takes into 

consideration historical data and this is 

another factor or this first error. 

I considered these two countries in my 

example in order to show the importance of 

a proper dataset when we are running  

AI-driven simulations. 

 

Table 2. Spain’s prediction 

 
Spain offered a higher database and the 

testing ration of the local authorities is 

higher. In the  

Spain scenario, SARIMAX identified 

correctly the increasing trend of confirmed 

Covid-19 cases. Looking at the Romanian’s 

prediction, the trend is also correctly 

identified (in the context of the global 

raising of confirmed cases). However, the 

speed of raising is totally wrong. After, we 

started with an error of 10,6498%, on the 

last simulated day, Spain had the module 

value of error around 0,2413. In Romania, 

the first error is 12,033%, but the last one is 

44,389%. These differences are caused by 

improper datasets. However, the speed of 

raising is totally wrong. After, we started 

with an error of 10,6498%, on the last 

simulated day, Spain had the module value 

of error around 0,2413. In Romania, the first 
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error is 12,033%, but the last one is 

44,389%. These differences are caused by 

improper datasets.  

 

 
Fig. 8. Error trend 

 

This shows a significant problem of AI-

driven simulations. If the researcher and/or 

the authorities could not provide real data, 

the output will contain important mistakes. 

"If the input data is flawed or  

inaccurate, then any results will be similarly 

problematic. The quality of data used for 

machine learning is critical for both the 

accuracy and reliability of the algorithmic 

output” [14]. 

To support the importance of transparency 

in publishing realistic data, we forward the 

example of China to analyze. The error is 

constantly -98%.  

 

6. Vaccine results using regression 

 

The regression model is the cornerstone of 

any prediction model. The SARIMAX 

model has an autoregression component 

included. Regression represents the 

statistical method to identify the correlation 

between two variables (the independent and 

the dependent variable) [15, 16]. The 

objective of this part of the research is to 

identify the connection between 

vaccinations and confirmed cases in a time 

frame of three months. 

The analysis dataset incorporates all the 

available data on the official websites 

created by Romanian Government. X is 

called the dependent variable and in our 

case, it represents the number of confirmed 

cases per month starting from July 2021. Y 

(independent variable) means the number of 

first doses administrated by Romanians 

starting from May 2021. The correlation is 

powerful and it is a negative one. The 

regression index (r) is 0,6123. According to 

the coefficient of Intercept and X Variable 

1, one more vaccinated person could lead to 

a decrease in confirmed cases with 1,11.  

 

 
Fig. 9. Regression table (vaccine-

confirmed cases) 

 

This result led us to an intermediate 

conclusion - the vaccine has a small role in 

stopping the virus spread in Romania, based 

on the available data. 

The resulting regression equation is: 

 

Y = 633524,324 - 1,11989 * X 

 

The Significant F indicator shows us the 

relevance of the test. In our case, it is 

approximately 0,3 and shows us that there 

are not enough data in the set. We can use 

our results, taking into consideration that 

are not accurate enough to reflect totally the 

truth [17]. 

 

The second dataset contains the number of 

vaccines and the number of deaths caused 

by coronavirus. The timeframe is similar, 

comparing the number of vaccines from 

May and the number of deaths in July. The 

correlation is weaker this time with r = 

0,469 (weighted negative connection), but it 

is still relevant for the macro-analyze. 

According to the regression coefficients 

(Intercept and X Variable 1), one more 

vaccinated person could disease the number 

of deaths after two months with 33,46 

people.  

In this second test, the Significant F has still 

a high value (0,4). The available data are 

still not enough in Romania to generalize 

risk about the phenomenon under 

investigation.  

The resulting regression equation is: 

 

Y = 597826,2 - 33,461592 * X 
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Connecting these two results, it is clear that 

the variables have a connection and the 

vaccine directly affects both the confirmed 

cases and the number of deaths. However, 

this analysis raised yet another question - 

for one more vaccinated person, the other 

33 people do not die because they get 

infected with a lighter form or not at all?  

 

7. Results 
 

The theories about how age and gender 

could impact the mortality of coronavirus 

are true. Both indicators have an important 

role in treatment. 

Data Analytics and Machine Learning are 

important and efficient tools for risk 

management. Looking at the provided 

graphs and simulations, central authorities 

could prepare the next steps to prevent 

overcrowding of the health system and 

reduce mortality. Also, the data analytics 

field could impact the transparency of the 

information regarding to impact of 

coronavirus.  Tableau and PowerBI are two 

important tools for synthesizing big data 

sets based on geographical locations or the 

number of cases. These summaries and 

highlights will support the press and local 

authorities in their management decisions. 

The Machine Learning SARIMAX model is 

also an important way to predict the 

evolution of the pandemic in a country if a 

proper database is provided. 

The vaccine could reduce the number of 

deaths in a medium-term (at least 2 months 

or more) and could decrease the number of 

confirmed cases.  

 

8. Conclusions 

 

It is clear that Data Science could positively 

impact the management of crisis situations 

(in our case - COVID-19 pandemic). By 

introducing AI models and data analysis 

techniques, the responsible authorities 

could increase their efficiency. „AI 

technologies offer significant opportunities 

to enhance COVID-19 management and 

control. Machine learning models and 

natural language processing (NLP) 

techniques are capable of detecting, 

diagnosing, and predicting COVID-19, 

which helps public health officials and 

medical professionals make informed 

decisions and allocate resources 

accordingly” [18]. 

The most significant hindrance is that 

numerous countries have not published 

enough data. Most developed countries like 

France, Spain, the USA or the UK uploaded 

a significant dataset about confirmed cases 

and the number of vaccines. In their case, a 

scientific research is relevant and could 

support the decisions of governments. We 

submitted the analysis of Romania, where 

access to data represented a problem during 

the pandemic years [19].  

Data Science is a pillar of support for Health 

Informatics and, taking into consideration 

the best practices, it could positively affect 

the development of health system around 

the world! 
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Abstract: The Internet of Things (IOT) is a paradigm that has changed the traditional way of 

living into one in step with technology. IoT has brought great changes in several fields such as 

agriculture, energy, healthcare, transportation and infrastructure. A lot has been done to 

improve IoT technology, but there are still study challenges (technical, political) that need to 

be solved to reach its full potential. The main purpose of this article is to provide an overview 

of what IoT means, its evolution and applicability in day-to-day life. This article discusses 

several aspects such as IoT architecture, IoT challenges, IoT applicability areas, importance 

of Big Data analytics in IoT and its evolution in the last few years. Furthermore, programming 

languages that can be used to create IoT-type software and small examples are presented, 

comparisons between them. This article will help the readers to better understand IoT, real-

life applicability, evolution and overview of how to develop an IoT program using Arduino or 

Raspberry PI. 

Keywords: Internet of Things (IoT), IoT architecture, IoT challenges, IoT applicability areas, 

importance of Big Data analytics in IoT, IoT evolution, Arduino, Raspberry PI 

 

Introduction 

The term "Internet of Things" (IoT) 

was coined by Kevin Ashton during a 

presentation to Procter & Gamble in 1999. 

The Internet of Things is a subject still 

under development with technical, social 

and economic importance. Various 

consumable products, durable goods, 

automobiles, industrial machinery, and 

other common objects are being combined 

with Internet connectivity and advanced 

data analysis mechanisms with the promise 

of changing the way people live and work. 

With the large-scale deployment of IoT 

devices, a major change can be seen in 

people's daily routines. IoT is used 

everywhere, globally, often without people 

even realizing it. For consumers. new IoT 

products such as home process automation 

devices and electricity management devices 

have introduced the concept of "Smart 

home", which has become an emblem of 

safety and sustainability. Other devices 

such as health or fitness monitoring tools 

are transforming the way medical services 

can be delivered. The Internet of Things 

transforms physical objects into a 

distributed information ecosystem between 

both fixed and portable devices with the 

goal of improving the quality of human life. 

IoT technology also promises to be useful 

to the elderly or disabled, improving their 

level of independence at a reasonable cost. 

Systems such as smart cars, smart traffic 

orchestrators, sensors embedded in roads 

and bridges, make it possible to implement 

the concept of "smart cities", whose main 

objectives are to reduce traffic and energy 

consumption. IoT technology also has the 

potential to transform agriculture, industry, 

energy production and distribution. 

A considerable number of companies and 

research organizations have speculated on 

the potential impact of IoT on the economy 

over the next decade. Huawei expects 100 

1 
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billion IoT connections by the year 2025. 

Manyika et al. estimates the potential 

economic impact of IoT between 3.9 and 11 

quadrillion dollars annually starting in 

2025, impact caused by: low device prices, 

advances in cloud computing, and high 

Internet speed. IoT is expected to contribute 

between 4% and 11% to global GDP by the 

year 2025. [1] 

However, implementing the Internet of 

Things raises significant obstacles that 

could stand in the way of fulfilling its 

beneficial purpose. Among the risks 

involved in implementing IoT systems are 

the hacking of devices, concerns about the 

invasion of personal space, but skepticism 

associated with the idea of continuous 

surveillance. Also, in addition to potential 

security issues, other obstacles to the large-

scale implementation of IoT are technical, 

political and legal in nature. Thus, this 

discussion of “benefit vs. risk' along with 

the flow of information spread through 

social media make IoT a complex subject to 

understand.[2] 

 

2. IoT architecture 
 

2.1 IoT architecture based on 4 levels 

 

The layered architecture of the Internet of 

Things is responsible for the collection, 

management, storage and processing of data 

resources. It incorporates 4 main levels, 

each playing a critical role in the successful 

implementation of an IoT-type system. 

There are other secondary levels, lower 

levels of complexity that help improve 

system performance. 

The IoT architecture represents the 

configuration of a functional Internet of 

Things system, in which each component is 

responsible for its own set of tasks. The IoT 

architecture offers the systems that 

implement it flexibility in the process of 

defining their own characteristics. IoT 

systems are used in a wide range of 

applications in almost all market 

segments.[3] 

The basic architecture of the Internet of 

Things is composed of four main levels: 

• Perception – The Perception level is the 

level where data is collected by the 

sensors of the devices connected to the 

system; 

• Connectivity – The Connectivity level is 

responsible for data transfer and 

facilitates communication between 

devices and the system network; 

• Processing – The Processing level is the 

level where the data resources generated 

by the previous levels are preprocessed 

and stored; 

• Application – The Application level 

represents the level where data is 

analyzed and used to facilitate different 

business requirements such as control 

systems, advanced analysis, etc. 

 

2.1.1 Perception 

 

The main objective of the Perception layer 

is to transform digital / analog signals. This 

layer forms the foundation of the IoT 

infrastructure, collecting data, but at the 

same time being able to perform actions on 

the collected data. Devices connected to the 

Internet are the bridge between the digital 

plane and the physical plane.  

Many types of devices, using different 

operating systems, are used within this tier. 

These devices can be grouped into three 

categories: 

• Sensors – Sensors can be represented in 

different forms such as meters, pressure 

gauges or probes. The sensors take 

various data related to the environment 

such as temperature, pressure or wind 

speed and transform the information into 

digital signals. These signals are then 

transmitted to cloud platforms for 

processing; 

• Actuators – Actuators play the opposite 

role of sensors. They transform the 
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digital signals transmitted by an IoT 

system into concrete actions that can be 

used to control the behavior of connected 

devices; 

• Devices – Sensors and actuators are often 

connected to different devices. In some 

cases, the sensor or actuator may be the 

main component of the device. 

• The Internet Of Things architecture 

presents no limitation on the type of 

device used within the Perception layer, 

nor on their proximity or geographic 

location. A device can be a sensor of 

miniature dimensions or a component of 

an industrial machine. They can be 

located at a fixed point or distributed 

among millions of access points in 

different locations.[4] 

 

 
Fig. 1. IoT architecture based  

on four levels 

 

2.1.2 Connectivity 

 

The connectivity level is responsible for the 

communication between devices, networks 

and cloud systems necessary for the 

architecture of an IoT-type solution. The 

connection between the Perception layer 

and the Processing layer is made using the 

TCP/IP or UPD/IP stack. It can also be 

implemented using gateways that transform 

signals to various protocols. With the help 

of the gateways, it is possible to encrypt / 

decrypt the data transmitted within the 

system. 

Within this level, multiple communication 

technologies can be used. The choice of 

technology used is often dependent on the 

system design. Other important factors that 

influence the implementation of the level of 

connectivity are the type of devices used, 

the distance traveled by the signals, but also 

the potential obstacles that can prevent data 

traffic. 

Among the technologies used within this 

level are the following: 

• Ethernet – Ethernet uses cable 

communication to provide secure and 

high-speed connectivity over short 

distances; 

• WiFi – WiFi provides wireless 

connectivity for short distances; 

• Low-power Wide-area Network 

(LPWAN) – LPWAN is a technology 

created for IoT devices that provides low 

power consumption, high battery 

capacity and wireless connectivity for 

long distances; 

• Cellular networks – Using cellular 

networks, the IoT system benefits from 

stable connectivity with global coverage. 

It involves high cost and high 

consumption of electricity. 

• The main communication protocols used 

to facilitate data transport between 

devices and cloud platforms are: 

• Data Distribution Service (DDS) – 

Ensures the communication of IoT 

components in real time; 

• Message Queue Telemetry Transport 

(MQTT) – It is used in collecting data 

from devices with low energy 

consumption; 

• Constrained Application Protocol 

(CoAP) – It is used for devices with 

resource constraints; 

• Advanced Message Queuing Protocol 

(AMQP) – Supports the exchange of 

information between servers. 

The optimal combination of technology and 

communication protocol is essential for 

creating an IoT architecture. 
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2.1.3 Processing 

 

The Processing level is the level where the 

data generated within the Perception level 

and transmitted through the Connectivity 

level are collected, stored and processed. 

The data goes through two stages of 

processing within this level.  

The data accumulation stage is the 

mechanism by which the generated data is 

transformed into an interpretable form for 

the Application layer. The purpose of this 

stage is to efficiently sort and store the 

accumulated data, making it accessible to 

the next level of the system. Data can be 

stored in different ways depending on its 

relevance within the system. Multiple 

technologies are used for IoT data 

persistence. 

The data abstraction stage is the final stage 

of data preprocessing where it is beautified 

and abstracted for further use in 

applications. Data from both IoT and non-

IoT sources is unified and brought to one 

single format. The information is then 

aggregated and stored centrally to facilitate 

quick accessibility. 

The Processing layer also manages the 

reformatting of the data returned by the 

Application layer so that it can be 

interpreted by the devices. 

 

2.1.4 Application 

 

The Application layer of an IoT 

infrastructure is where data is analyzed to 

solve business requirements and meet 

objectives. Software tools transform data 

generated by the design layer into 

meaningful information for users or the 

system. APIs are used to integrate IoT 

software with a middleware. Certain IoT 

platforms offer native data visualization or 

analysis features.[5] 

Users interact directly with the Application 

layer and can monitor IoT devices and track 

data through various tools such as 

dashboards or mobile applications. This 

level is realized in different forms in the 

various areas of domains: 

• Mobile phone GPSs are an example of a 

user-oriented IoT application; 

• IoT systems can provide business 

intelligence solutions regarding 

consumer activity and market trends to 

facilitate enterprise decision-making; 

• Robots and automated machines are also 

monitored and controlled through the 

application layer. Systems can also use 

machine learning techniques to increase 

their performance and accuracy as they 

are used; 

• Intelligent road management systems 

rely on the Application layer of the IoT 

architecture to provide accurate 

information. 

 

2.2 IoT architecture based on 7 levels 

 

In addition to the four main layers, 

additional layers are used in the seven-

layer IoT architecture to improve the 

performance of the IoT infrastructure: 

• Edge or Fog computing; 

• Business; 

• Security; 

 

Fig. 2. IoT Architecture with 7 layers 

2.2.1 Edge or Fog computing 

 

Edge or Fog computing is designed to 

reduce latency and take advantage of the 

availability of 5G mobile networks. The 

objective of this level is to process and store 

the information as close as possible to its 

source, without involving its transmission 
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to the cloud platform. These activities are 

performed at the edge of the network to save 

time and resources needed to communicate 

with the cloud environment.[6] 

Edge computing enables real-time 

processing of a considerable volume of 

data. In some cases, the Edge layer plays the 

role of both the Processing layer and the 

Application layer, allowing data to be 

transmitted directly to devices. It can also 

be used to analyze and evaluate data if it 

requires further processing or needs to be 

sent to another point. 

 

2.2.2 Business 

 

The Business layer is where solutions and 

decisions are drawn from the Application 

layer. It can contain multiple instances of 

the Application layer increasing its 

complexity and arguing the need to separate 

it into a distinct entity. It is the most 

important level for enterprises opting for an 

IoT infrastructure. 

 

2.2.3 Security 

 

E2E security is essential in any IoT 

infrastructure. Often, confidential data is 

also transmitted within a system, making 

security a critical component of the 

architecture. Compromised devices can put 

users' health and safety at risk. The Security 

layer spans all other layers of the 

architecture and is critical to the success of 

implementing an IoT solution. 

Security can be sub-classified into three 

main categories: 

1. Device Security – Security must be 

ensured from the very beginning, within the 

Perception layer. Thus, the devices must be 

equipped with both hardware and firmware 

fuses. Specific device security features 

include: 

• Ensuring authentication by means of 

cryptographic keys; 

• • Physical protection of devices by 

strengthening their outer layer; 

• Preventing unauthorized code from 

running on a connected device; 

• Installing firmware to address possible 

vulnerabilities. 

2. Connection security – Data must be 

secured by means of encryption at the 

time of its transport within the 

Connectivity layer. End-to-end scripting 

eliminates the risk of data being 

intercepted and used by unauthorized 

users. 

3. Cloud Security – Cloud security is 

achieved by encrypting stored data to 

reduce the risk of disclosure of 

confidential information involved in a 

possible security breach. Access to IoT 

applications must be limited by 

implementing a set of measures aimed at 

authorizing and authenticating users. 

Devices also need to be authorized when 

connecting them to the IoT system to 

prevent unauthorized devices from 

connecting.[7] 

Security must be the main feature in all 

IoT deployments. Their complexity and 

flexibility can often involve difficulties in 

securing the infrastructure. All possible 

security issues must be resolved before 

the system is put into production. 

 

3. IoT challenges 

 

The Internet of Things (IoT) is often hailed 

for its revolutionary potential in terms of 

application, which is why IoT devices are 

increasingly used in various economic 

sectors for varied purposes. However, there 

are still uncertainties about how the IoT will 

evolve, as it has to face some technical 

challenges as well as some political 

challenges. 

 

3.1 Technical challenges 

 

There are certain technical limitations that 

influence the development and applicability 

of IoT applications, such as the absence of 

Internet addresses within the most widely 

used protocol, the limited availability of 

high-speed wireless communications, and 

the lack of consensus on technical details. 
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3.1.1 Internet addresses 

 

There is a significant limitation in IoT 

development, which lies in the technical 

restrictions of the Internet Protocol (IP) 

version most commonly used today. 

Internet Protocol consists of a set of 

standards used by computers to transmit and 

receive information over the Internet, 

including the unique address each device 

must be connected to in order to 

communicate. The predominant version of 

the IP protocol is IPv4, which allows for 

around four billion addresses, and this 

capacity is almost exhausted, with only a 

few new addresses available in various 

regions of the world.[8] Forecasts indicate 

rapid growth in Internet traffic over the next 

five years, largely driven by IoT 

technologies compared to other devices that 

require Internet connectivity.[9] In 2020, 

out of a total of approximately 50 billion 

devices connected to the Internet, over 25 

billion were IoT devices.[10] Despite some 

workarounds, such as IP address sharing, it 

is unlikely that IPv4 will be able to meet this 

growing demand. 

Conversely, the advent of version 6 of the 

IP protocol can support a significant 

increase in the number of available IP 

addresses. There is a strong likelihood that 

IPv6 will be widely deployed to handle the 

expected increase in the number of devices 

connected to the Internet. IPv6 has been 

available since 1999, but was only officially 

launched in 2012. By 2015, in most 

countries, less than 10% of IP addresses 

were using this version. Its spread is highest 

in certain European countries and in the 

United States of America, where it has seen 

an increase of up to 20% in recent years. 

Globally, the adoption of version 6 has 

doubled annually since 2011, reaching 

approximately 7% of all addresses in mid-

2015. However, continued growth in 

adoption does not guarantee that IPv6 will 

be able to meet the evolution of IoT device 

usage. This depends on several factors, such 

as updating legacy systems and applications 

that cannot support IPv6 addresses, 

addressing security issues associated with 

the transition, and the availability of 

development resources.[11] 

 

3.1.2 High speed internet 

 

It is obvious that IoT devices fundamentally 

require an internet connection to function 

effectively. This requirement can become a 

challenge if the Internet connection is not of 

high quality and telecommunication 

services are not advanced enough.  

Although Internet access is generally 

available in urban and suburban 

environments, the situation is different in 

rural environments, where private service 

providers have difficulty installing the 

necessary infrastructure, as it is not 

considered profitable and government 

programs are limited. 

 

3.1.3 Wireless communications 

 

According to experts in the field, it is 

considered essential to solve the issues 

related to access to the electromagnetic 

spectrum to ensure efficient operation and 

interoperability of IoT devices. Access to 

spectrum, whether licensed or not, is crucial 

for wireless communication of devices and 

objects without the need for a physical 

connection. Although IoT devices are used 

in various industries and purposes, there are 

opinions that the current allocation of the 

electromagnetic spectrum is not adequate to 

meet the specific needs of IoT solutions in 

these fields and industries. 

 

3.1.4 Technical standards 

 

Currently, there is no global consensus on 

technical standards for the Internet of 

Things (IoT), especially regarding 

communication-related aspects, and no 

universally accepted definition in 

organizations responsible for developing 

standards or common documents for 

IoT.[12] However, the need for a set of 

common standards and rules is recognized 

to ensure the interconnectivity and 
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scalability of IoT devices and systems. 

However, there are concerns about adopting 

common development standards, due to the 

diversity of IoT devices and the specific 

needs of different industries and fields.[13] 

 

3.1.5 Other technical issues 

 

In addition to the existence of a common 

implementation standard, we also face other 

technical challenges that can limit the 

development of IoT applications. For 

example, the security and safe updating of 

smart objects can be an issue. It is 

recommended that IoT devices provide 

remote update capability to ensure proper 

security and functionality. However, there 

is a risk that these upgrade capabilities may 

have unwanted effects, such as increasing 

the power requirements of IoT devices or 

requiring the implementation of additional 

functionality to ensure security during the 

upgrade process and to avoid the risk of an 

attack by hackers. 

Energy efficiency is a significant technical 

challenge when it comes to IoT devices. 

The functionality of these devices relies on 

the consumption of energy to sense, process 

and communicate information. Especially if 

the devices are located off the grid and use 

batteries, replacing or recharging them can 

become a problem, even when optimizing 

energy use. This problem is commonly 

encountered in applications involving a 

large number of devices or hard-to-reach 

locations. As a result, alternative solutions 

are being developed to obtain electricity, 

such as the use of solar or other renewable 

energy sources. 

 

3.2 Political challenges 

 

3.2.1 Privacy 

 

Privacy in IoT is essential to prevent abuse 

and unauthorized disclosure of data. 

Significant efforts have been made to 

identify privacy issues and find appropriate 

solutions to protect both user data and the 

devices themselves. Bandyopadhyay and 

Sen (2011) [14] contributed with some 

relevant solutions in this area: 

a) People usually do not agree with the idea 

of their data being accessible to the 

general public. Therefore, it is necessary 

to have a control over the personal 

information of users to ensure the 

confidentiality of their data. 

b) There is a strong desire that people not 

be tracked without their consent. 

However, to protect location privacy, it 

is necessary to have adequate control 

over the user's physical location and 

movements. 

c) In order to guarantee the right to 

confidentiality, it is necessary to 

implement standardized policies at the 

legislative level in this regard. 

d) To ensure effective privacy 

management, it is essential to develop 

regulated standards, methodologies and 

tools. 

According to previous studies (Chan and 

Perring 2003) [15], data associated with 

users and devices in the IoT must be stored 

in authorized servers and accessible only by 

authorized individuals or entities. In the 

context of IoT systems, various entities 

communicate and interact, each with their 

own privacy policies. For this reason, 

conflicts and inconsistencies between these 

policies inevitably arise. It is thus necessary 

to develop new solutions to check, notify 

and resolve these consistency issues. Given 

that privacy policies are a real limitation to 

the effective interaction of IoT systems, 

there is a strong motivation for researchers 

to create a common and descriptive 

language that defines a standard set of 

privacy policies. 

 

3.2.2 Security 

 

Privacy and security are interrelated issues 

in the IoT field. Security is a significant 

challenge for physical IoT components such 

as wireless sensor networks (WSNs) and 

radio frequency identification (RFID) 

devices. This is due to limited resources, 

computational constraints, limited storage 
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spaces, low battery power, and other 

factors. As networks and sensor devices are 

used in sensitive applications, they are at 

risk of attacks in insecure environments. 

Any attack on one node in an IoT system 

can compromise the entire network of 

sensor nodes. 

Software and hardware improvements are 

aimed at preventing such events in certain 

situations. However, to effectively manage 

security issues, advanced countermeasures 

such as vulnerable node detection 

techniques, encryption algorithms, 

encryption key management mechanisms, 

and secure routing protocols are required. 

These additional measures contribute to 

increasing the level of security and 

protection of IoT systems. 

Thus, it can be seen that privacy and 

security are essential aspects in the field of 

IoT and require appropriate approaches and 

solutions to ensure data protection and 

systems functionality. 

In a restricted environment where there are 

valuable objects or equipment, it is 

important to have applications that provide 

immediate notifications to users if they are 

moved or taken without permission. These 

applications may use various 

communication methods, such as SMS text 

messages, emails, or voice recordings, to 

inform the user of the unauthorized event. 

Even in the presence of the risk of security 

attacks, IoT applications and services must 

be able to perform their functions and 

retrieve data in real time. This involves 

implementing appropriate security 

measures such as user authentication, data 

encryption, and activity monitoring to 

detect suspicious behavior. 

In the event of unexpected security attacks, 

devices or nodes may need to be 

reprogrammed to fix the system. This 

process may involve updating software, 

applying security patches, or changing the 

configuration of devices to prevent 

exploitation of vulnerabilities.[16] 

 

 

 

3.2.2.1 Data authentication 

 

Data authentication in IoT communications 

is essential to avoid situations where data 

sent by a sender does not reach the specified 

receiver or to prevent unauthorized 

modification or interception. One of the 

techniques used to authenticate messages is 

the Hash Message Authentication Code 

(HMAC), according to Krawczyk (1997). 

[17] 

HMAC is a cryptographic technique that 

uses a shared secret key between the parties 

involved in the communication. This key is 

used in conjunction with a hash function, 

such as MD5 (Message Digest Algorithm 5) 

or SHA (Secure Hash Algorithm), to 

calculate a message authentication code. 

This authentication code is attached to the 

message and can be verified by the receiver 

of the message using the same secret key 

and the corresponding hash function. 

By using HMAC, messages can be securely 

authenticated, guaranteeing that they come 

from the stated source and have not been 

altered during transmission. The technique 

provides an additional level of security and 

integrity within IoT communication, 

ensuring that data is authentic and has not 

been compromised during transfer. 

It is important to note that as technology 

advances, other methods of authenticating 

data within the IoT have been developed, 

such as digital certificates and advanced 

cryptographic protocols. These techniques 

can be tailored to the specific needs of the 

IoT system and can provide high levels of 

security and authentication. 

 

3.2.2.3 Data integration 

 

In the context of data integration in IoT 

systems, it is crucial to ensure the integrity 

of messages and verify the veracity of their 

sources. RFID (Radio Frequency 

Identification) tags, commonly used in IoT, 

present certain challenges in this regard, as 

they are often unsupervised and can be 

vulnerable to attack. 
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According to Jules (2006) [18], RFID tags 

may be at risk of data alteration when 

transferred over the network. This can be a 

major concern from a security perspective, 

as the data stored and generated by RFID 

tags can be manipulated by attackers, which 

can compromise their integrity and 

authenticity. 

To protect the data stored in RFID tags 

against attacks and memory corruption, 

various memory protection techniques have 

been proposed. For example, EPCglobal 

class-1 and generation-2 tags use passwords 

to protect memory against read and 

overwrite operations. The memory of such 

a tag is divided into layers, and each layer is 

protected independently by using a 

password. 

However, using passwords presents certain 

challenges. Often, RFID tags only support 

short passwords, which can compromise 

security. In addition, managing 

communication between different IoT 

systems becomes complex when they 

belong to different organizations and must 

rely on interoperable authentication and 

security mechanisms. 

Consequently, ensuring the security and 

integrity of data in IoT systems, including 

the use of RFID tags, requires the 

implementation of robust solutions and 

protocols. These may involve advanced 

methods of encryption, authentication and 

access management, as well as common 

standards and agreements between the 

various systems and organizations involved 

in the IoT. 

 

3.2.3 Trust and governance 

 

Within the IoT domain, there is no general 

definition for the concept of trust. However, 

according to Blaze (1996) [19], trust can be 

defined as a set of policies and credentials 

used to manage access to resources. 

According to Roman's (2011) study [20], in 

the IoT environment, trust mechanisms 

must meet certain essential requirements: 

• Lowering the level of insecurity of 

objects when they interact with each 

other; 

• Coordination of objects in associating 

with reliable partners for the fulfillment 

of the same purpose; 

• Ensuring reliable, dynamic and 

cooperative environments in which the 

objects can carry out their activity; 

• Understanding the effects that IoT 

systems can cause on users' sensations 

when they interact with them. Users 

must have control over their own 

services and must have the necessary 

tools to accurately describe their 

interactions with the IoT world; 

Daubert (2015) [21] classifies trust into four 

categories: 

• Device Trust: Supports the need to 

interact only with trusted devices. To 

achieve this purpose, reliable software 

products and schemes must be used; 

• Trust in the process: implies the need to 

interact only with relevant and correct 

data. In this case, accurate data 

collection, sustainable data analysis and 

data fusion are required; 

• Connection trust: involves the need to 

exchange information only with the right 

provider service. Here, data integration, 

authentication and privacy processes are 

required. 

• Trust in the system: implies the need to 

interact in a general system of trust. Here 

the workflows must be provided in a 

transparent manner, the processes and 

technologies underlying the system and 

also described within the specific 

contexts. 

 

4. Areas of applicability of IoT 

 

IoT has the potential to significantly impact 

various sectors of the economy and society. 

However, the extent and nature of its 

evolution remain uncertain. The 

development of IoT is expected to bring 

positive benefits in terms of integration, 

efficiency and productivity across multiple 

sectors and global economies. Agriculture, 
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energy, healthcare, manufacturing services, 

and the transportation sector are among 

those most likely to benefit from IoT 

advancements. This development could 

have a favorable impact on economic 

growth, infrastructures and cities, as well as 

on ordinary consumers. However, there are 

technical and political challenges that can 

slow IoT development and trust, including 

security and privacy issues, as mentioned 

earlier. [22] 

Various economic analyzes indicate that the 

IoT will contribute significantly to 

economic growth over the next decade, but 

estimates vary considerably as to the 

magnitude of this impact. The current IoT 

market has been valued at approximately 

two trillion dollars, and in the next five to 

ten years it is forecast to reach a value 

between four and 11 trillion dollars. The 

wide variation reflects the difficulty in 

making economic forecasts, as there are 

various uncertainties and no common 

trajectory accepted by researchers regarding 

the exact definition of the IoT and how it 

will develop in the future. Next, it’s 

described how the influence of IoT can be 

felt in different economic sectors. [23] 

 

4.1 Agriculture 

 

Agriculture is adopting IoT technology to 

achieve accurate results, optimize 

production and efficiency, while reducing 

costs and the impact of climate events. IoT 

enables detailed analysis of real-time data 

collected in agricultural processes, 

including climate conditions, air and water 

quality, soil condition, water supplies, pest 

population, crop development, and other 

factors such as costs, equipment 

availability, and labor management.[24] For 

example, soil sensors are used to precisely 

monitor soil moisture and chemical 

balance.[25] These sensors can be 

integrated with technologies installed in 

different areas of crops to activate precise 

irrigation and fertilization. Drones and 

satellites are used to provide clear images of 

land quality, giving farmers information on 

crop progress, nutrient deficiencies and the 

location of weeds. In animal husbandry, 

technologies such as radio frequency 

identification (RFID) chips and electronic 

identification tags (EID) are used to monitor 

animal movements, feeding and breeding 

patterns and generate detailed individual 

reports for each animal. [26] 

 

4.2 Energy 

 

In the energy industry, IoT technology is 

having a significant impact on energy 

production and distribution, facilitating the 

control of oil pipelines and wellheads, for 

example. When IoT components are 

integrated into the various parts of the 

power grid, an infrastructure called the 

"smart grid" is formed. This IoT integration 

enables more precise control of electricity 

flow and can improve the efficiency of 

network operations. It also facilitates the 

integration of microgenerators into the grid. 

Smart grids allow ordinary consumers to 

have greater control over energy 

consumption in homes and offices. The 

installation of smart meters in temperature 

or lighting control systems, as well as in 

other systems in a building, leads to the 

emergence of "smart buildings" that 

integrate the operation of these systems. 

Smart buildings rely on the use of sensors 

and data to regulate temperature, lighting 

and overall energy consumption, resulting 

in reduced energy waste and lower costs for 

consumers. Information collected from 

buildings located in a narrow area can later 

be integrated to achieve additional 

efficiency at the level of a neighborhood or 

a wider area of a city. [27] 

 

4.3 The health system 

 

IoT solutions are making a significant 

impact in the healthcare industry, focusing 

on the monitoring and treatment of 

conditions by providing remote medical 

services. These applications use medical 

technologies and the Internet to provide 

remote healthcare and education. IoT 



Database Systems Journal vol. XIV, no. 1/2023 43 

devices, such as wearables, implantables, or 

ingestibles, provide information about vital 

signs, chronic conditions, and other 

indicators of health and well-being. Thus, 

the healthcare sector benefits from a wide 

spectrum of IoT devices adapted to 

individual needs. [28] 

 

4.4 Manufacturing 

 

In the industrial sector, the implementation 

of IoT solutions is revolutionizing 

manufacturing processes and supply chain 

logistics. Optimizing operations is one of 

the main benefits these applications bring, 

turning factories into more efficient units. 

By connecting components in the factory, 

production can be optimized, and by 

connecting components in the inventory 

and distribution process, the supply chain 

can be optimized. In addition, IoT 

applications used in this field facilitate 

maintenance and enable the prediction of 

potential failures. Sensors monitor 

machinery and factory infrastructure, and 

the data collected is used by maintenance 

teams to decide when to replace faulty parts, 

thus avoiding unwanted and costly events. 

[29] 

 

4.5 Transport 

 

In the field of transport, interconnectivity is 

becoming more and more present. Most 

motor vehicles today are equipped with 

GPS applications and entertainment 

systems, as well as driver assistance 

systems that use sensors for maneuvers such 

as parking or emergency braking. With the 

advancement of IoT, it is estimated that in 

the next 5-20 years, fully autonomous 

vehicles will be commercialized, capable of 

operating without human intervention, 

relying only on the interconnectivity of the 

vehicle's systems. [30] 

In addition, IoT technologies enable the 

interconnection of vehicles of various 

categories, including cars, buses, trains, 

airplanes, and drones, to form an Intelligent 

Transportation System (ITS). This system 

facilitates communication between vehicles 

and IoT infrastructure components, 

resulting in the prevention of accidents, 

optimization of traffic flow, saving of 

energy resources and reduction of 

associated costs. [31] 

 

4.6 Infrastructure and smart cities 

 

IoT infrastructure can be implemented in 

various sectors of public utilities, including 

sewage, water transport and treatment, 

public transport and waste management, 

helping to create an integrated and efficient 

infrastructure, especially in the urban 

environment. For example, traffic 

management authorities can use cameras 

with built-in sensors to monitor and regulate 

traffic flow, thereby reducing congestion. 

IoT components integrated into public 

lighting or other elements of street 

infrastructure can provide advanced 

lighting control functionality, 

environmental monitoring and easy parking 

assistance. In addition, smart waste 

containers can communicate with public 

cleaning teams when they are full, thus 

optimizing collection routes. [32] 

In the context of smart cities, the integration 

of infrastructure components with services 

has led to the development of a complex 

concept. There is still no standard definition 

or rules that clearly characterize such a city, 

as the characteristics can vary considerably. 

In general, the smart city concept refers to 

the use of IoT technologies to improve 

energy consumption, transportation 

processes, governance and other public 

services in order to meet specific needs and 

promote sustainability and improve the 

quality of life. Technologies IoT 

communicates with include: [33] 

• Virtual social networks, such as 

Facebook or Twitter, which facilitate 

interaction between city residents and 

local authorities, as well as the 

exchange of information and opinions. 

• Mobile devices, such as phones and 

smart watches, which allow easy access 

to information and services, such as 
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interactive maps, public transport 

schedules or mobile payment services. 

• Data analysis, which involves the 

processing and use of large volumes of 

information (the phenomenon of big 

data) and the use of public and widely 

accessible databases (open data) to 

obtain relevant information and make 

more informed decisions regarding 

urban planning, resource management 

or energy efficiency. 

• Cloud computing, which involves the 

distribution of computing and storage 

services to a remote infrastructure, thus 

offering the possibility to access and use 

resources in a flexible and scalable way. 

 

5. Importance of Big Data analytics  

in IoT 

Big Data plays an important role in the field 

of IoT (Internet of Things) as it enables 

organizations to collect, analyze and 

interpret large amounts of data generated by 

IoT devices. IoT has also revolutionized the 

way we live and work, and this aspect refers 

to the network of physical devices,  

vehicles, buildings and other elements 

embedded with sensors, software and 

network connectivity that enable them to 

collect and exchange data. The high volume 

and variety of data generated by these 

devices presents significant challenges for 

analysis and decision-making. This is where 

big data analysis comes in. 

Big data analytics refers to the process of 

analyzing large and complex data sets to 

uncover hidden patterns, correlations, and 

insights. Some of the key reasons why big 

data is important in IoT are: [34] 

1. Data collection and management: IoT 

devices generate large amounts of data, 

which can be difficult to manage and 

analyze without the use of big data 

technologies. Using big data tools and 

platforms, organizations can effectively 

collect, store and manage data from IoT 

devices. 

In general, there are three main stages of the 

data collection and management process in 

IoT: 

a) Data collection - This involves capturing 

and collecting data from IoT devices such 

as temperature, humidity or pressure 

sensors. This data is often collected through 

wireless communication technology such as 

Wi-Fi, Bluetooth or cellular networks. 

b) Data processing - After data is collected, 

it must be processed before it can be used. 

This process involves processing raw data 

into an usable format, such as converting 

the data to digital format, and then applying 

algorithms and analysis models to generate 

valuable insights. 

 

c) Data management - The processed data is 

then stored in a centralized system such as a 

cloud server. This data must be managed in 

a secure and reliable way to avoid its loss or 

corruption. This involves the use of security 

technologies and tools to protect data 

against cyber-attacks and other threats. 

 

 
Fig. 3. Big Data characteristics 

 

In addition, there are several aspects of data 

collection and management in the IoT that 

need to be considered, including: 

Large volume of data - With billions of 

connected IoT devices, the volume of data 

generated is enormous. This can lead to 

difficulties in data management and 

processing. 

Data Quality - Data collected from IoT 

devices can be inaccurate or incomplete, 

which can affect the value of the 

information obtained through data analysis. 

It is important to ensure good data quality 
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by using high quality sensors and by 

validating the data before processing. 

Data Integrity - Data collected in IoT must 

be managed in a secure and reliable way to 

avoid its loss or corruption. This involves 

the use of security technologies and tools to 

protect data against cyber-attacks and other 

threats. 

In general, data collection and management 

in IoT are critical processes to be able to get 

the maximum benefits from this field. 

2. Real-time analysis: Big data 

technologies enable real-time analysis of 

data, which is essential for IoT 

applications that require real-time 

decision making. For example, in a smart 

city application, real-time analytics can 

help city officials respond quickly to 

traffic congestion or other issues. 

3. Predictive analytics: IoT devices can 

collect data about their own performance 

and usage, which can be used to predict 

when maintenance is needed. Big data 

analysis of historical data collected from 

IoT devices can help organizations 

develop predictive analytics models to 

analyze this data to identify patterns and 

predict/anticipate and prevent potential 

equipment failures before they occur, 

reducing downtime and costs. For 

example, this type of predictive analytics 

can be applied in manufacturing. 

4. Improved customer experience: By 

analyzing big data from IoT devices, 

organizations can gain insights into 

customer behavior and preferences, 

which can be used to provide insights 

and recommendations based on large and 

complex data sets. For example, retailers 

can use data from IoT devices to better 

understand customer behavior and 

preferences, allowing them to develop 

their products, personalize their services 

and improve the customer experience, 

leading to a stronger relationship 

between companies and customers. 

5. Enhanced Security: IoT devices can be 

vulnerable to cyber-attacks, and big data 

analytics can help organizations detect 

and respond to these threats in real time. 

By analyzing data from multiple sources, 

organizations can identify patterns and 

anomalies that may indicate a security 

breach. 

Data security in IoT is essential to protect 

confidential information and prevent data 

loss or corruption. By implementing 

appropriate security measures, the 

protection of sensitive data can be ensured 

and the maximum benefits of big data 

analytics in IoT can be obtained. 

An IoT system comprises a large number of 

devices and sensors that communicate with 

each other. With the expansion of IoT, the 

number of sensors and devices is growing 

rapidly. These devices communicate with 

each other and transfer large volumes of 

data over the Internet. This data is very large 

and is transmitted every second and hence it 

is called "big data". The continuous 

expansion of IoT-based networks gives rise 

to complex issues such as data management 

and collection, storage and processing and 

analysis. The large amount of IoT data for 

smart buildings is very useful to deal with 

several issues of smart buildings, such as 

managing oxygen levels, measuring 

smoke/hazardous gases and brightness. 

Such a framework is able to collect data 

from sensors installed in buildings and 

perform data analysis for decision making. 

In addition, industrial production can be 

improved using an IoT-based cyber-

physical system that is equipped with 

information analysis and knowledge 

acquisition techniques. Traffic congestion 

is an important issue in smart cities. Real-

time traffic information can be collected 

through IoT devices and sensors installed in 

traffic signals, and this information can be 

analyzed in an IoT-based traffic 

management system. In healthcare 

analytics, IoT sensors used with patients 

generate a wealth of information about 

patients' health every second. This large 

amount of information must be integrated 

into a single database and must be processed 

in real time to make quick decisions with 

high accuracy, and big data technology is 

the best solution for this job. IoT along with 
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big data analytics can also help transform 

the traditional approaches used in 

manufacturing industries into a modern one. 

Sensing devices generate information that 

can be analyzed using big data approaches 

and can help with various decision-making 

tasks. In addition, the use of cloud 

computing and analytics can benefit the 

development and conservation of low-cost 

energy and customer satisfaction. IoT 

devices generate a huge amount of 

streaming data that needs to be stored 

efficiently, additional analytics for real-

time decision making. Deep learning is very 

efficient to deal with such a large amount of 

information and can provide results with 

high accuracy. Therefore, IoT, Big Data 

Analytics and Deep learning together are 

very important to develop a high-tech 

society. 

 

In conclusion, big data analytics is critical 

to IoT as it enables organizations to extract 

meaningful insights from the large amounts 

of data generated by IoT devices. It enables 

organizations to monitor, analyze and 

respond to real-time data, predict potential 

problems, improve decision-making and 

enhance security. 

 

6. The evolution of IoT in the last few 

years 

In the last few years, the Internet of Things 

(IoT) has experienced a significant 

evolution, being considered one of the most 

important trends in the field of technology. 

One of the key factors contributing to the 

evolution of IoT has been the development 

of connectivity technology such as 5G and 

Wi-Fi 6, which have increased the speed 

and capacity of data transmission. This has 

allowed IoT devices to communicate more 

efficiently and collect and transmit more 

data in real time. 

In addition, the evolution of sensor 

technology has led to the development of 

smaller and more efficient IoT devices that 

can be used in various fields such as health, 

agriculture or manufacturing. For example, 

sensors can be used to collect data on the 

health status of patients, monitor crops and 

improve the efficiency of production 

processes. 

Another important trend in the evolution of 

IoT is the increased use of data analytics, 

especially predictive analytics and artificial 

intelligence. These technologies enable IoT 

devices to collect and analyze data in real 

time, providing valuable insights and 

automated actions such as alerting users or 

adjusting device settings. 

In conclusion, the IoT has experienced 

significant evolution in recent years due to 

the development of connectivity and sensor 

technology, as well as the increased use of 

data analytics and artificial intelligence. 

This evolution has enabled IoT devices to 

become more efficient and useful in various 

fields, thereby improving the quality of 

people's lives and the efficiency of 

industrial processes. 

With the evolution of IoT in recent years, 

this has even started to be taught to children. 

Teaching IoT to children is an important 

initiative that helps them understand how 

technology works and how it can be applied 

in different fields such as industry, health, 

agriculture or household. Learning about 

IoT can give children a wider perspective on 

the world of technology and help develop 

their skills in an interactive and creative 

way. 

There are different approaches in teaching 

IoT to children, such as using games and 

interactive experiments to make children 

understand the basic concepts of IoT and 

Fig. 4. IoT, Big Data and Machine learning 

interaction 
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apply them in practical activities. For 

example, children can build a simple IoT 

device, such as a temperature sensor, and 

learn how to collect and analyze the 

resulting data. 

In addition, teaching IoT to children can 

help develop digital skills such as 

programming, design and analytical 

thinking. These skills are important in 

today's digital age and are needed to face 

future challenges in career and personal life. 

Teaching IoT to children can also help 

develop teamwork and collaboration skills, 

as IoT projects often require collaboration 

between different people with different 

expertise. 

 In conclusion, teaching IoT to children can 

have multiple benefits, such as developing 

digital skills, team and collaboration skills, 

and their ability to understand and apply 

technology in different fields. 

 There are a variety of IDEs (Integrated 

Development Environments) available for 

developing IoT applications, which are 

designed to facilitate the process of 

programming and testing IoT devices and 

applications. Below are some examples: 

[35] 

1. Arduino IDE - is an open source 

platform, used for the development and 

programming of Arduino microcontrollers. 

It is a popular and easy-to-use solution for 

novice developers. 

2. Eclipse IoT - is a suite of development 

tools, including Eclipse Kura, Eclipse Paho 

and Eclipse SmartHome. Eclipse Kura is an 

IoT gateway platform and Eclipse Paho is 

an MQTT client library. Eclipse 

SmartHome is an open source platform for 

developing smart home automation 

solutions. 

3. Visual Studio Code - is an open source 

code editor developed by Microsoft that 

supports the development of IoT 

applications. It can be used to develop IoT 

applications for devices like Raspberry Pi 

and Arduino. 

4. PlatformIO - is an open source platform 

that supports the development of IoT 

applications for a wide range of devices, 

including Arduino, ESP8266, ESP32 and 

Raspberry Pi. 

5. Particle IDE - is a cloud-based IoT 

application development platform that 

supports the development and testing of 

applications for Particle devices. 

These are just a few examples of IDEs for 

IoT application development. In general, 

IDEs must support IoT device 

programming, application development, 

testing, and debugging. It should also be 

easy to use and support a wide range of 

devices and platforms. 

Arduino and Raspberry Pi are popular 

platforms for building electronic projects 

and creating interactive devices. However, 

they have some key differences. 

Arduino is a microcontroller board that is 

designed to build simple electronic projects. 

It has a small form factor and is easy to use, 

even for beginners. The Arduino board 

contains a microcontroller chip, which is 

programmed using the Arduino software. 

Arduino is great for projects that require 

precise timing or need to interact with 

physical sensors or actuators. 

Raspberry Pi, on the other hand, is a single-

board computer that runs a full operating 

system (such as Linux). It is more powerful 

than an Arduino and can handle more 

complex tasks such as running a web server 

or media center. The Raspberry Pi also has 

built-in Wi-Fi and Bluetooth connectivity, 

making it easy to connect to other devices 

and the internet. 

In short, if one wants to build a simple 

electronic project that interacts with 

physical sensors or actuators, Arduino is a 

good choice. If one wants to build a more 

complex project that requires computing 

power, connectivity and the ability to run a 

full operating system, then the Raspberry Pi 

may be a better choice. 
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Fig. 6. Script written in Arduino  

IDE using C programming language 

 

In the academies where programming 

courses are taught to children, because they 

do not have the level of thinking/analysis 

very well developed and the necessary 

practice, the initiation is started in building 

such projects using Arduino as a board and 

Arduino IDE for writing the code. 

Example script for lighting an LED written 

in Arduino IDE for Arduino and Python for 

Raspberry Pi: 

 

Through the script above, the LED turns on 

for one second, then stays off for one 

second. The operation is repeated ad 

infinitum. [36] 

 

 

Fig. 7. Hardware schema  

for lighting a led 
 

 

Fig. 8. Written script in Python  

for Raspberry Pi 

 

This code starts by setting the GPIO mode 

to board mode and configuring pin 11 as an 

output. It then uses an infinite while loop to 

turn the LED on and off repeatedly, with a 

1 second delay between each state. The 

LED should be connected between pin 11 

and a resistance of about 220 ohms and to 

ground. [37] 

 It is important not to connect the LED 

directly to the Raspberry Pi without a 

resistor, as this can cause the GPIO pin to 

burn. 

In conclusion, Arduino and Raspberry Pi 

are two different platforms, each with its 

own advantages and disadvantages. 

Arduino is better for simple electronics 

projects that require precise timing and 

interaction with physical sensors or  
actuators, and Raspberry Pi is better for 
more complex projects that require 

Fig. 5. Differences between Raspberry Pi and 

Arduino 
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computing power, connectivity, and the 
ability to run a full operating system. In 
general, Arduino is easier to use and more 
beginner-friendly, while Raspberry Pi 
offers more flexibility and more processing 
power for more advanced projects. 
Depending on the project, the choice 
between the two depends on the specific 
requirements and available resources. 
 
7. Conclusions 
 
Recent technological advancements in the 
field of IoT expertise have attracted the 
attention of the international community of 
researchers and software developers. IoT 
developers are working together with 
researchers to expand the scalability of this 
new type of technology and to potentiate its 
benefits to society to the highest possible 
level. However, improvements and progress 
are only possible if the current unaddressed 
issues involved in the widespread use of IoT 
systems are resolved. In this scientific 
article, both the current context of IoT 
technology and the problems and 
challenges encountered by developers in the 
process of building an optimal Internet of 
Things model were presented. This 
technology not only brings benefits to 
various branches of human activity, but is 
also a way to gather unlimited amounts of 
data. Therefore, Big Data Analytics is also 
a critical factor to consider in order to build 
an optimal IoT model. 
 
References 
 
[1] “Internet of Things (IoT)” 

https://www.scirp.org/journal/paperin
formation.aspx?paperid=108574 

[2] “IoT Architecture” [Online]. 
Available: https://www.javatpoint. 
com/iot-architecture-models  

[3] “IoT Architecture Guide. Major and 
additional layers of IoT system” 
[Online]. Available: https://www. 
helpwire.app/blog/iot-architecture/  

[4] ”What is IoT Architecture?” [Online]. 
Available: https://www.mongodb. 
com/cloud-explained/iot-architecture  

[5] “IoT Architecture – Detailed 
Explanation” [Online]. Available: 

https://www.interviewbit.com/blog/io
t-architecture/ 

[6] “IoT Architecture: Complete 
Explanation with Examples” 
[Online]. Available: https://www. 
celona.io/network-architecture/iot-
architecture 

[7] “IoT Architecture” [Online]. 
Available: https://www.javatpoint. 
com/iot-architecture-models 

[8] “It’s official: North America out of 
new IPv4 addresses” [Online]. 
Available: https://arstechnica.com/ 
information-technology/2015/07/us-
exhausts-new-ipv4-addresses-
waitlist-begins/ 

[9] “Cisco Annual Internet Report” 
[Online]. Available: https://www. 
cisco.com/c/en/us/solutions/executive
-perspectives/annual-internet-
report/index.html 

[10] “The Internet of Things How the Next 
Evolution of the Internet Is Changing 
Everything” [Online]. Available: 
https://www.cisco.com/c/dam/en_us/
about/ac79/docs/innov/IoT_IBSG_04
11FINAL.pdf 

[11] “The Internet of Things: Frequently 
Asked Questions” [Online]. 
Available: https://sgp.fas.org/crs/ 
misc/R44227.pdf 

[12] “A guide to the confusing Internet of 
Things standards world” [Online]. 
Available: 
https://www.networkworld.com/articl
e/2456421/a-guide-to-the-confusing-
internet-of-things-standards-
world.html 

[13] “The state of IoT standards: Stand by 
for the big shakeout” [Online]. 
Available: https://techbeacon.com/ 
app-dev-testing/state-iot-standards-
stand-big-shakeout 

[14] Bandyopadhyay, D. and Sen, J. 
(2011) ‘internet of things: 
applications and challenges in 
technology and standardization’, 
Wireless Personal Communications, 
Vol. 58, No. 1, pp. 49-69 

[15] Chan, H. and Perrig, A. (2003) 
‘Security and privacy in sensor 
networks’, IEEE Computer, Vol. 36, 
No. 10, pp. 103-105 



50 Internet of Things - Overview 

[16] “Internet of Things: A Survey of 
Challenges and Issues” [Online]. 
Available: - https://www.research 
gate.net/publication/322603292_Inter
net_of_Things_A_Survey_of_Challe
nges_and_Issues 

[17] Krawczyk, H., Bellare, M. and 
Canetti, R. (1997) ‘HMAC: keyed-
hashing for message authentication’, 
IETF RFC 

[18] [Juels, A. (2006) ‘RFID security and 
privacy: a research survey’, IEEE 
Journal on Selected Areas in 
Communications (J-SAC 

[19] Blaze, M., Feigenbaum, J. and Lacy, 
J. (1996) ‘Decentralized trust 
management’, IEEE Symposium on 
Security and Privacy, pp. 164-173 

[20] Roman, R., Najera, P. and Lopez, J. 
(2011) ‘Securing the internet of 
things’, IEEE Computer, Vol. 44,  
No. 9, pp. 51-58 

[21] Daubert, J., Wiesmaier, A. and 
Kikiras, P. (2015) ‘A view on privacy 
& trust in IoT’, The IEEE 
International Conference on 
Communication Workshop (ICCW), 
pp. 2665-2670 

[22] National Security 
Telecommunications Advisory 
Committee, “NSTAC Report to the 
President on the Internet of Things,” 
November 19, 2014 

[23] “The Internet of Things Will Thrive 
by 2025” [Online]. Available: 
https://www.pewresearch.org/internet
/2014/05/14/internet-of-things/ 

[24] “Surprise: Agriculture is doing more 
with IoT Innovation than most other 
industries” [Online]. Available: 
https://venturebeat.com/business/surp
rise-agriculture-is-doing-more-with-
iot-innovation-than-most-other-
industries/ 

[25] “Imagery: Which Way Is Right For 
Me?” [Online]. Available: 
https://www.globalagtechinitiative.co
m/in-field-
technologies/imagery/imagery-
which-way-is-right-for-me/  

[26] “Internet of cows: technology could 
help track disease, but ranchers are 
resistant” [Online]. Available: 

https://www.theverge.com/2013/5/10
/4316658/internet-of-cows-
technology-offers-ways-to-track-
livestock-but 

[27] “Smart Grid. Department of Energy” 
[Online]. Available: https://www. 
energy.gov/smart-grid 

[28] Manyika et al., “The Internet of 
Things: Mapping the Value Beyond 
the Hype.” 

[29] Macaulay, Buckalew, and Chung, 
“Internet of Things in Logistics. 

[30] [30] “Autonomous Vehicle 
Technology” [Online]. Available: 
https://www.rand.org/pubs/research_
reports/RR443-2.html 

[31] “USDOT’s Intelligent Transportation 
Systems (ITS) Strategic Plan 2015-
2019” [Online]. Available: 
https://www.its.dot.gov/strategicplan.
pdf 

[32] “NAED-Big-Data.pdf” - [Online]. 
Available: https://cdn2.hubspot.net/ 
hubfs/2859863/Research%20Report
%20Downloads/NAED-Big-Data.pdf 

[33] "Smart cities" meet "anchor 
institutions": the case of broadband 
and the public library. [Online]. 
Available: https://www.thefree 
library.com/%22Smart+cities%22+m
eet+%22anchor+institutions%22%3
A+the+case+of+broadband+and...-
a0403061636 

[34] “Big Data and IoT: Benefits, 
Challenges, Use Cases” [Online]. 
Available: https://anywhere.epam. 
com/business/big-data-analytics-and-
internet-of-things 

[35] “Best IoT Development Tools” 
[Online]. Available: https://www.g2. 
com/categories/iot-development-
tools 

[36] “Blink” [Online]. Available: 
https://docs.arduino.cc/built-in-
examples/basics/Blink 

[37] “HOW TO CONTROL LEDS WITH 
THE RASPBERRY PI AND 
PYTHON” [Online]. Available: 
https://www.circuitbasics.com/how-
to-control-led-using-raspberry-pi-
and-python/ 

 

 



Database Systems Journal vol. XIV, no. 1/2023 51 

  

 

Andreea MIHAI – student at Bucharest University of Economic 

Studies, attending Data Bases – Support for Business Master, 

Bucharest, Romania; obtained a Bachelor’s Degree in Economic 

Informatics in 2021. 

 

 

 

 
 

 

Ștefania – Codruta MANAILA  – student at Bucharest University 

of Economic Studies, attending Data Bases – Support for Business 

Master, Bucharest, Romania; obtained a Bachelor’s Degree in 

Economic Informatics in 2021. 
 

 

 

 

 

 

 

Antonio – Sebastian DUMITRASCU – student at Bucharest 

University of Economic Studies, attending Data Bases – Support for 

Business Master, Bucharest, Romania; obtained a Bachelor’s Degree 

in Economic Informatics in 2021. 
 



52 The Impact of Artificial Intelligence and the ChatGPT Tool on Society.  

A Case Study on Employees Working in Corporations in Romania 

The Impact of Artificial Intelligence and the ChatGPT Tool on Society.  

A Case Study on Employees Working in Corporations in Romania 
 

Elena COSTIN1, Elena Daniela DUMITRAȘCU2,  

Andreea Georgiana ENE3, Florinela Georgiana PREDA4 

 1,2,3,4 Bucharest University of Economic Studies, Romania 

costinelena18@stud.ase.ro, dumitrascuelena21@stud.ase.ro,  

eneandreea18@stud.ase.ro, predaflorinela18@stud.ase.ro 

 

Abstract: This paper aims to study the evolution of artificial intelligence, its impact on 

education and the job market, and the attitude of a sample of the population towards its 

potential effects. The study also focuses on the newly emerged chatbot, ChatGPT. For a full 

perspective on the topic, a survey was conducted to capture the perspective of Romanian 

employees in corporations regarding the impact of artificial intelligence. 

Keywords: Artificial Intelligence, ChatGPT, Education, Job Market, Corporate Environment 

 

Introduction: Artificial intelligence, 

a highly popular and debated field that 

is constantly evolving and expanding, 

seems to be becoming a part of more and 

more people's lives, sometimes helping 

them without their conscious awareness. 

Concrete examples of artificial intelligence 

applications include virtual assistants, 

autonomous vehicles, recommendation 

systems, fraud detection, medical diagnosis, 

and video games. In this context, the recent 

emergence of the ChatGPT tool has further 

amplified the popularity of AI.  

Being a highly debated topic, we have 

observed that there are both positive and 

negative opinions regarding the impact that 

artificial intelligence will have on society. 

Two of the most controversial areas where 

its presence is felt are education and the job 

market. While the benefits brought by AI 

may seem evident, there are also concerns 

about the consequences of its use in a less 

ethical manner.  

The structure of the paper primarily consists 

of four parts: introductory aspects regarding 

artificial intelligence and the ChatGPT tool, 

their impact on education, their impact on 

the job market, and a case study. The study 

data was collected in March 2023, using an 

online survey with 12 questions, to which 

326 individuals responded. The questions 

focused on both artificial intelligence in 

general and the specific aspect of the new 

ChatGPT tool. 

2 What is artificial intelligence? 

 

Artificial intelligence is a field within 

science and technology that develops 

intelligent machines and computer 

programs capable of performing a wide 

range of tasks that typically require human 

intelligence. It is a system that mimics 

various functions that a human can perform. 

AI uses external data, such as big data, to 

achieve outstanding performance in the 

assigned tasks [1]. 

In his work, [17] provides an answer to the 

question "What is artificial intelligence?" 

stating that it is the science and engineering 

of making intelligent machines, particularly 

intelligent computer programs. It is related 

to the similar task of using computers to 

understand human intelligence, but AI is 

not confined to methods that are 

biologically observable. 

 

3 Brief History of Artificial Intelligence 

 

The history of Artificial Intelligence 

originates from fantasies crafted by 

philosophers and fiction writers. 

Philosophers introduced the concept of 

intelligent machines to help us understand 

the significance of being human. French 

philosopher René Descartes employed the 

1 
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metaphor of a "mechanical man" to 

illustrate the potential of intelligent 

machines. Similarly, science fiction writers 

like Jules Verne (19th century) and Isaac 

Asimov (20th century) also utilized this 

possibility to bring fantasy into their works 

about intelligent non-human beings. Many 

AI researchers have drawn inspiration from 

the writings of these authors for their own 

research [1]. 

During World War II, English 

mathematician Alan Turing invented a 

machine for code-breaking called "The 

Bombe," which is considered the first 

functional electromechanical computer. He 

developed this machine for the British 

government to decrypt the Enigma code 

used by the German military during the war 

[1]. In 1950, Turing published a paper titled 

"Computing Machinery and Intelligence," 

in which he discusses the conditions for 

considering a machine as intelligent, later 

known as the Turing test. He argued that if 

a machine could successfully claim to be 

human to an informed observer, then it 

should undoubtedly be considered 

intelligent. The Turing test is a one-sided 

test. A machine that passes the test should 

certainly be regarded as intelligent, but a 

machine could still be considered intelligent 

without possessing sufficient knowledge 

about humans to imitate a human [17]. 

One of the early paradigms of artificial 

intelligence revolved around high-level 

thinking [7]. It did not prioritize the 

capacity to recognize concepts, perceive 

objects, or perform complex motor skills 

shared by most animals. Instead, it 

emphasized the potential to engage in multi-

step reasoning, comprehend the meaning of 

natural language, generate new plans to 

achieve goals, and even evaluate its own 

reasoning. This human-like general 

intelligence was termed strong Artificial 

Intelligence. The main focus for strong 

Artificial Intelligence has been on symbolic 

reasoning, which emphasizes that 

computers are not just numerical calculators 

but rather general symbol manipulators. As 

observed by the authors [22] in their 

hypothesis on the physical symbol system, 

intelligent behavior appears to require the 

ability to interpret and manipulate symbolic 

structures. Although this approach initially 

showed promise, many branches of 

artificial intelligence have moved away 

from this approach due to its difficulty and 

lack of progress in the 21st century. It 

remains uncertain when and if strong AI 

will become a reality. 

 

4 Branches of Artificial Intelligence 

 

In his work, [17] identifies some of the 

branches of Artificial Intelligence, namely:  

• Logical AI - involves representing the 

knowledge about the world, specific 

situation, and goals of a program using 

mathematical logic statements. The 

program uses deduction to determine 

suitable actions for achieving its objectives. 

• Search - AI programs extensively 

analyze numerous possibilities, whether it's 

moves in a chess game or inferences in 

theorem proving programs. Ongoing 

advancements are constantly being made to 

enhance the efficiency of these processes 

across different domains. 

• Pattern recognition - When a program 

makes observations, it is commonly 

programmed to compare its findings with a 

predefined model. For instance, a visual 

recognition program may attempt to match 

a model of eyes and a nose in order to 

identify a face. 

• Inference - Nonmonotonic inference 

methods were introduced to logic in the 

1970s to handle situations where 

conclusions can be deduced implicitly but 

retracted if contradictory evidence arises. 

These methods allow for reasoning with 

uncertainty and provide flexibility in 

drawing conclusions from given facts. 

• Common sense knowledge and 

reasoning - Despite being actively 

researched since the 1950s, AI still lags 

behind human-level capabilities in this 

particular aspect. Despite notable 

advancements in areas like non-monotonic 

reasoning systems and theories of action, 
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further innovative ideas are required to 

bridge the existing gap between AI and 

human-level intelligence. 

• Learning from experience: Programs 

accomplish this task. AI approaches based 

on connectionism and neural networks 

excel in this area. Additionally, there is the 

learning of laws expressed in logic. 

However, it is important to note that 

programs can only learn what facts or 

behaviors can be represented within their 

formalisms. Unfortunately, learning 

systems often have limited abilities to 

represent information, which poses a 

challenge in their overall learning 

capabilities. 

• Planning - Planning programs utilize 

general knowledge about the world, 

specifically the effects of actions, along 

with situational facts and a defined goal to 

generate a strategy for achieving that goal. 

In typical scenarios, the strategy consists of 

a sequence of actions. 

• Epistemology - This field of study 

focuses on understanding the types of 

knowledge necessary for problem-solving 

in various real-world scenarios. 

• Ontology - Ontology involves 

examining the nature of existence and the 

different types of entities that exist. In the 

context of AI, programs and statements deal 

with various objects, and the field explores 

the classification and fundamental 

properties of these object types. 

• Heuristics - A heuristic is a method or 

technique used within a program to uncover 

information or generate ideas. In the field of 

AI, the term is employed in different 

contexts. Heuristic functions are utilized in 

certain search approaches to evaluate the 

distance between a node in a search tree and 

the desired goal. 

• Genetic programming - Genetic 

programming is a methodology that 

involves mating random Lisp programs and 

iteratively selecting the fittest programs 

over millions of generations in order to 

solve a given task. 

 

5 Applications of Artificial Intelligence 
 

Artificial intelligence, in the form of neural 

networks and expert systems, finds 

applications across various human 

activities. The combination of high 

precision and reduced computation time 

makes AI a cutting-edge technology. It is 

already transforming industries by 

replacing humans in workshop-level jobs, 

allowing them to take on supervisory roles 

instead. Additionally, brokerage firms now 

rely on AI to analyze data, perform market 

analyses, and execute stock transactions 

without human interference. According to 

[4], some of the applications of artificial 

intelligence include: gaming industry, 

heavy industry, weather forecasts, expert 

systems, and data mining. 

 

6 ChatGPT – a chatbot based on 

Artificial Intelligence 

 

ChatGPT, launched in November 2022 by 

the OpenAI research institute, is a language 

model that utilizes artificial intelligence to 

engage in conversational interactions. It is 

capable of answering questions, 

acknowledging errors, and challenging 

incorrect assumptions. The model gained 

rapid popularity, offering a free version 

during the research preview that is 

accessible to everyone. ChatGPT is an AI-

powered chatbot platform that utilizes 

OpenAI's powerful GPT-3 language model. 

It is highly advanced, capable of generating 

human-like conversations, and offers a high 

level of customization. The AI behind 

ChatGPT is reliable, secure, and ensures 

context-aware and trustworthy interactions. 

It is considered one of the most advanced 

and engaging AI chatbot platforms 

available [24]. 

To make this study more interesting, we 

decided to ask ChatGPT about the 

algorithms and techniques it uses. The 

response received was satisfactory, 

providing clear explanations that are 

accessible to everyone. The answer can be 

seen in the following paragraph: 
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"I have been built based on the GPT-3.5 

architecture, which is an enhanced version 

of the GPT-3 architecture developed by 

OpenAI. This architecture relies on a 

combination of several artificial 

intelligence algorithms and techniques, 

such as: 

• Attention mechanism: This is an 

algorithm used to understand the 

relationships between words in a text and 

identify key words that are relevant for 

understanding the content. 

• Deep learning: This is an algorithm that 

involves training a model with a large 

dataset to learn patterns and make 

predictions. 

• Supervised learning: This is an algorithm 

that involves training a model with a set 

of input and output data to learn how to 

make accurate predictions for new input 

data. 

• Unsupervised learning: This is an 

algorithm that involves training a model 

without a specific set of input and output 

data. Instead, it seeks to identify patterns 

and structures within the input data. 

• Transfer learning: This is an algorithm 

that involves using knowledge learned 

from one dataset to aid in training a 

model for another dataset. 

In general, multiple artificial intelligence 

algorithms and techniques are used to create 

large language models like mine, and they 

are continuously optimized to enhance the 

performance and accuracy of the model. ” 

(ChatGPT, 2023)  

 

7 The Impact of Artificial Intelligence in 

Education 

 

The Impact of Artificial Intelligence in 

Education Artificial Intelligence (AI) is the 

advancement of technology to take over 

human functions such as the ability to make 

rational choices, learn, plan and be creative. 

In the 21st century, technological systems 

are ubiquitous in social life and society, and 

its integration in the field of education 

becomes essential. In recent years, there 

have been many written studies debating the 

impact that artificial intelligence will have 

in the field of education. The role that 

ChatGPT can have in adapting the learning 

system to the individual student, the level of 

efficiency and the assessment process in 

higher education [8]. For example, 

ChatGPT can be integrated into building 

custom quizzes and assessments, or be 

useful in grading papers. Using interactivity 

and capturing students’ attention, ChatGPT 

can create game-based assessments, 

providing a more engaging way to identify 

the level of knowledge gained throughout 

the learning process. The software can be 

used to streamline the process of grading 

essays or written assignments. These are 

just a few examples of how software can be 

used in the evaluation process, according to 

the study [8]. Also in this article, the authors 

also mention a number of methods by which 

the possible plagiarism generated by the 

help provided by artificial intelligence can 

be kept under control. From the article, we 

can understand on the one hand, the systems 

that can detect the presence of artificial 

intelligence within any product, and on the 

other hand, a series of steps are promoted on 

how to teach young people to use these tools 

only as ways of quick access to information, 

not to plagiarize. According to Study.com's 

January 2023 study, over 89% of students 

use the ChatGPT tool for homework, 48% 

for a test or homework, and 52% of students 

use it to write essays. The study shows us 

the positive impact ChatGPT has on 

feedback on the paper he writes. But all this 

partner can also be analyzed under the 

aspect of a negative influence by 

diminishing or even eliminating the 

originality or his contribution to the 

composition of the work [5]. According to 

the study [30] who mentions the research 

done by Study.com, ChatGPT should not be 

used excessively comparing it to different 

activities where the technology has been 

introduced and which have not completely 

replaced the activity, such as : the car and 

the subway did not and should not replace 

walking in the park, because physical 

activity helps our health, just as the electric 
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bicycle should not be used excessively [30]. 

[5] presents how teachers can combat 

artificial intelligence, using the 

AICheatCheck software, which indicates 

with 99.7% accuracy the authenticity of the 

work created by students. 

 AICheatCheck is a tool built from a model 

trained on approximately 50,000 human-

authored papers spanning multiple 

domains. The data was divided into a 

training set consisting of 70% of the 

respondents, a test set with 20% 

percentages and a validation set of 10% by 

which human text was compared with that 

processed by artificial intelligence. The 

model at that time had certain limitations, 

but nowadays this software is constantly 

being worked on to show as much accuracy 

as possible and to be a help to the teaching 

staff [5]. Through the study [2] we 

understand from the beginning the digital 

age and the need of the society we live in to 

align with technology. In the first part, it 

illustrates the help that society receives 

through the integration of technology in 

daily activities. In support of this statement, 

the author gives examples of smart 

applications on the market that facilitate the 

development and performance of actions, 

such as programs that analyze images, 

automatic translation programs, voice and 

facial recognition programs; the artificial 

intelligence that is incorporated in different 

products: robots, cars, drones, homes, etc. 

Also in this article, we are presented with 

the daily evolution of information 

technology. Thus, says the author, the rate 

of evolution of technology must also be in 

the field of education and the economy, so 

that young people can have access to them. 

Moreover, the daily and professional life of 

man cannot be imagined without this 

technical-scientific process. Technologies 

have been around for more than 50 years, 

and the innovation, updates that are made 

daily are major advancements for various 

fields. Artificial intelligence can be 

considered a central element of the digital 

age. Artificial intelligence "is seen as a 

basic element of the digital transformation 

of society with a strategic value for 

education and as a priority" claims the 

European Union [29]. 

AI can be used in different stages of the 

learning process:  

● Adapting the learning system to each 

student - the use of artificial intelligence 

in the education system could help the 

student by offering him a way of 

working that matches his learning model 

learning. An AI system may be able to 

identify the student's gaps and adapt to 

his learning need.  

● The level of efficiency of the learning 

process - the delivery of the learning 

process can be improved by reducing the 

time spent analyzing the learning data to 

identify trends, patterns and adaptation 

of the learning content of each student.  

● Easier access to education - the 

introduction of artificial intelligence 

within platforms within learning units in 

areas where resources are limited.  

●  Evaluation process - integrating AI into 

the evaluation process helps reduce costs 

and time. The integration of AI and 

related technologies must be done with a 

focus on people and anchored in human 

rights, ethics, so that this tool becomes a 

service, a common good and satisfies a 

general interest. The implementation in 

the system of education, culture and in 

the media sector should follow the 

fundamental norms and values for a 

private life, for data protection, 

intellectual property rights and 

expression. Exploiting artificial 

intelligence to an exaggerated extent 

could influence the cornerstones of 

social values and fundamental rights, 

thus the algorithms that will be used, the 

technologies in which ChatGPT will 

integrate will have to guarantee 

maximum protection and a general lack 

of impartiality [11].  

According to various publications, the use 

of artificial intelligence, since ChatGPT has 

taken off, entails different aspects of how 

artificial intelligence can be used, such as: 
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● Equity - in Romania there are still 

households that do not have access to the 

Internet, according to the National 

Institute of Statistics, in 2021, the access 

threshold to this resource is below 85% 

of the population, which generates a 

digital divide between students who have 

access and those who do not [9].  

● Over technology – over using this tool 

can lead to misinformation as some of 

the information they find may not exist. 

On the "Common Sense Media" website, 

which is a website that provides 

resources and advice for parents, the 

possibility of such a situation is indicated 

and it is suggested to remove its access 

to campuses [16].  

● Ethics - occurs when users act without 

filtering the information that the 

ChatGPT tool. For example, when a 

company uses artificial intelligence in 

the selection of candidates, the tool can 

make decisions that cannot be justified 

and through which some of the 

candidates can be discriminated. 

● Data Processing and Security – sensitive 

information about teachers and students 

may be stored. Information about minor 

students is stored without parental 

permission, and in this regard, Italy has 

blocked access to ChatGPT at present 

and launched a lawsuit for non-

compliance with personal data 

legislation [12]. 

We reaffirm that the development of 

applications that have an AI component 

should be used in the context of deepening 

information, because otherwise it will be a 

risk factor with discriminatory practices, 

committing crimes or other aspects of a 

criminal nature. Currently, ChatGPT 

collects a lot of data, which is a risk factor 

if that data reaches malicious people. At the 

educational level, another negative aspect 

that ChatGPT presents, in addition to the 

actions that students use for the purpose of 

discrimination, are those that concern the 

carrying out of disinformation activities or 

the promotion of erroneous information by 

creating sites in this direction or fake 

publications. 

One of the main advantages of 

implementing artificial intelligence in 

schools is that it can help improve the 

teaching and learning process. For example, 

artificial intelligence can be used to create 

personalized learning materials tailored to 

the individual needs of each student. In 

addition, artificial intelligence can be used 

to assess the performance of students and 

provide them with immediate feedback, 

which can help improve their performance. 

 

8 The impact of artificial intelligence on 

the labor market 

 

Artificial intelligence has emerged as a 

significant catalyst for innovation, 

permeating various service sectors and 

delivering distinctive customer experiences 

through its algorithms [15]. As AI 

technology continues to proliferate, the 

apprehension surrounding its potential to 

supplant human workers has grown 

substantially. This phenomenon 

necessitates careful examination, as the 

ramifications of such a scenario would 

include widespread job displacement, 

leaving many individuals without income 

and necessitating their reskilling to pursue 

alternative occupations that remain 

unaffected by technology. 

Job insecurity stands as the primary stress 

factor in the workplace [21], which can 

even lead to burnout, as there is a positive 

correlation between the fear of job 

replacement by artificial intelligence (AI) 

and burnout. People worry not only about 

their positions vanishing completely but 

also about a potential decrease in the overall 

number of jobs due to AI implementation. 

Employees who have job security are more 

committed and capable of providing a 

positive customer experience. However, 

those who anticipate future unemployment 

experience anxiety and frustration, leading 

to decreased performance [14] and a lack of 

motivation to continue working in the same 

position or industry. Additionally, job 
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insecurity can contribute to various medical 

complications, both physical and mental, 

such as heart conditions, insomnia, and 

general unease [28]. 

Individuals experience fear when new 

technologies are introduced within 

companies, as they perceive that employees 

with limited technical skills will be replaced 

[28]. Nevertheless, if they have supportive 

measures in place, such as employee unions 

and fair employment contracts, their fear 

diminishes. 

To stay relevant in their respective fields, 

individuals need to acquire the skills to 

effectively utilize the new technologies 

employed in the workplace and be adept at 

adapting to changes as they occur. 

Employees are expected to demonstrate 

high levels of innovation and proactively 

identify opportunities to generate solutions 

[23]. 

Even though artificial intelligence and other 

new technologies are increasingly utilized 

and have the potential of partially or fully 

replace employees in certain professions, 

they cannot completely replace human 

creativity in problem-solving. Individuals 

with this capacity are necessary for 

revolutionizing other industries and 

addressing challenges related to food and 

water, the environment, energy, and 

security. Innovation involves adapting 

existing solutions [23]. Another essential 

attribute for employees is strong 

communication skills, which are limited 

when relying solely on artificial 

intelligence. Moreover, the same studies 

[23] assert that teamwork is still highly 

valued in the job market. 

The adoption of AI should be considered 

from the standpoint of service consumers as 

well, as some people may not prefer to be 

assisted by a robot [19]. In such cases, 

technological innovation could have an 

adverse effect, leading to a reduction in 

customers or the loss of certain 

demographics, such as the elderly. It is also 

highlighted the difficulty of replacing 

employees with robots in settings like 

nurseries, healthcare, and education, where 

human interaction holds significant 

importance [19]. 

Based on a survey conducted in Japan with 

10,000 randomly selected respondents, it 

was found that men have a lower level of 

fear regarding job loss to artificial 

intelligence compared to women and 

younger respondents [19]. Furthermore, 

respondents who have attended vocational 

schools and those with higher education 

working in science and engineering do not 

perceive AI as a threat to their jobs. They 

recognize the significance of human 

interaction in their respective fields. 

From the consumers' perspective, 58.6% of 

them would like artificial intelligence to 

replace general household chores, while 

47.1% would desire robots for the care of 

the elderly and the sick. 

Due to their lack of emotions, empathy, and 

personal needs, robots may be preferred by 

companies over human workforce. They do 

not experience fatigue, require wages, can 

work beyond regular hours, do not get sick, 

take leave, or have familial responsibilities. 

Furthermore, they can operate in hazardous 

environments that could jeopardize the 

health of human workers. If robots are able 

to learn and mimic human emotions, it is 

expected that vocational jobs will also be 

replaced for future generations. It is 

projected that around 3.5 million jobs will 

be replaced by robots by 2025 [13]. 

According to researchers [27], the fourth 

industrial revolution characterized by 

robots poses a particular threat to women's 

jobs. In the United States, it is predicted that 

within the next 20 years, 47% of jobs will 

be at risk of disappearing due to artificial 

intelligence [27]. Additionally, studies 

indicate that in the next 25 years, 10% of 

driving jobs in the same country will be 

replaced by self-driving cars [27]. In Japan, 

significant savings of approximately $21 

billion in elderly healthcare insurance are 

expected through the replacement of 

caregivers with robots, while in Australia, 

miners will be substituted with robotic 

systems [13]. To address the imbalance 

caused by job replacement, studies [25] 
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recommend employers to create more job 

opportunities that require human skills such 

as creativity, imagination, and passion. 

Artificial intelligence has already been 

integrated into more than 30 hotels in the 

United States, including major chains like 

Sheraton and Hilton. Customer inquiries are 

handled by chatbots through text or audio, 

and robots are even providing services such 

as room service and assistance. The Covid 

pandemic has accelerated the adoption of 

contactless services in the hotel industry, 

aiming to minimize human interaction [15]. 

AI can analyze customer data derived from 

their vacation planning activities, such as 

hotel reservations, payment transactions, 

and satisfaction surveys, to identify their 

needs [20]. It is expected that in the hotel 

industry, jobs involving repetitive tasks and 

lower skill levels, such as room 

maintenance, will be automated and 

replaced by robots. This enables businesses 

to reduce costs and enhance customer 

satisfaction. However, in areas where 

human skills and emotional connection are 

still essential, AI is projected to serve as a 

complementary tool. Moreover, this 

complementarity is more prominent in 

cases where employees possess higher 

education qualifications [19]. 

It is important to highlight that in the case 

of a mistake made by a human, the blame 

falls on them, whereas if the mistake is 

made by a robot, the company for which it 

works is held responsible [3]. 

Artificial intelligence also presents some 

benefits. It can create new jobs [18] and can 

assist employees in heavily burdened 

sectors such as the healthcare system to 

offload some of their tasks. 

Recently, the OpenAI-developed ChatGPT 

has gained popularity, raising concerns 

about its potential impact on jobs due to its 

impressive accuracy in responding to 

questions. What sets ChatGPT apart from 

other robots is its ability to comprehend 

contextual information in conversations, 

enabling more precise solutions. It can be 

utilized by non-technical individuals 

through natural language communication in 

various languages. Despite the real risk of 

job displacement, some researchers [10] 

hold an optimistic perspective on the 

presence of ChatGPT in people's lives. 

An illustrative example of the benefits of 

ChatGPT can be observed in the field of e-

commerce, where this tool has the potential 

to replace call center staff, leading to cost 

reductions while assisting customers by 

streamlining the communication process 

and replacing traditional methods such as 

email or phone calls. Customers can receive 

quick responses, and companies can have 

better control over the way information is 

conveyed, which may not be fully 

achievable in human interactions. 

Furthermore, an important advantage is the 

ability of ChatGPT to communicate in 

multiple languages, surpassing the 

capabilities of a human employee. 

In the field of medicine, patients could 

utilize systems integrated with ChatGPT to 

receive medical advice on symptoms and 

treatment, reducing the wait time for a 

doctor's response. Artificial intelligence has 

the potential to analyze medical imaging, 

diagnose illnesses, and provide specialized 

treatment recommendations to patients. 

This would allow doctors to concentrate on 

more critical cases that require human 

attention, while routine cases could be 

efficiently addressed by AI. This approach, 

as suggested by the authors [10], aims to 

optimize the allocation of medical resources 

and improve patient care. 

In the field of education, teachers could 

utilize ChatGPT to provide students with 

personalized learning plans based on their 

interests and abilities. Additionally, it could 

facilitate the workload of teachers by 

expediting the grading process. 

In the banking industry, ChatGPT has the 

potential to answer customer queries 

regarding the bank's products, offer 

personalized solutions based on their needs, 

and identify potential fraud by recognizing 

patterns in customer behavior. It can 

automate various banking processes, 

predict a customer's loan repayment ability, 

and analyze transactions and market 
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conditions to aid in financial decision-

making. 

Another example highlighted by the authors 

[10] is the application of ChatGPT in the IT 

field. They argue that this tool can aid 

programmers in IT companies by 

identifying code errors, enabling them to 

dedicate more attention to developing 

desired functionalities. Furthermore, it can 

even locate code snippets in the necessary 

programming language to resolve specific 

computer issues. 

However, it is important to note that 

ChatGPT has its limitations, as researchers 

have pointed out. For instance, it struggles 

with complex mathematical problems [10]. 

Additionally, the current interface lacks the 

ability to upload images or audio files, and 

there is a tendency for ChatGPT to provide 

overly detailed responses even when the 

user requests a simpler answer [26]. 

 

9 Case study on the attitude of 

Romanian corporatists towards artificial 

intelligence 

 

In order to identify the impact Artificial 

Intelligence has on Romanians, we made a 

case study that highlights the attitude of 

corporate employees towards Artificial 

Intelligence, focusing on the chatbot 

recently launched by OpenAI. 

 

Research methodology 

Research purpose: Identifying the attitude 

of Romanian corporate employees 

regarding the use of artificial intelligence 

and ChatGPT chatbot. 

Research objectives 

1. Determining the percentage in which 

Romanian corporatists know the field of 

artificial intelligence. 

2. Determining the percentage in which the 

respondents consider beneficial the use 

of artificial intelligence for everyday 

activities. 

However, the researchers acknowledge that 

ChatGPT also has limitations, some of 

which are the inability to correctly execute 

complex math problems [10] the inability of 

the current interface to upload images or 

audio files, and creating responses much too 

detailed, although the user mentions at the 

start of the conversation that he wants an 

answer as simple as possible [26]. 

3. Determining the percentage in which the 

respondents believe that the use of 

artificial intelligence will facilitate their 

activities in the workplace. 

4. Identifying the percentage of 

respondents who believe that there will 

be drastic changes in the labor market, 

determined by the emergence of 

artificial intelligence. 

5. Identifying ChatGPT chatbot notoriety. 

6. Determining the percentage of 

respondents who rate the ChatGPT 

chatbot as useful. 

7. Determining the level at which the 

studied population perceives the use of 

the ChatGPT chatbot as having negative 

effects on the educational process. 

 

Sample 

We chose to study the Romanian population 

who work in a corporation, because they are 

more likely to use artificial intelligence in 

the workplace, and most of the activities 

carried out involve the use of technology. 

To calculate the sample size, the formula 

was used [6]: 

n=
𝑡2 𝑝(1−𝑝)

𝛥⍵
2 =

1,962 𝑥 0,28(1−0,28)

0,052 =309,65 

There must be a minimum of 310 

participants in the sample for it to be 

representative. 

 

We consider: 

t - statistical coefficient corresponding to 

the probability of guaranteeing the research 

results 

p - the non-percentage share of the sample 

components possessing the investigated 

characteristic 

Δ_⍵^2-standard deviation 

We consider p=0.28 because in Romania, in 

2019, a percentage of 28.1% of the total 

number of employees worked in companies 

that are part of multinational groups 
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controlled from abroad, according to the 

National Institute of Statistics. 

We consider standard deviation to be 5%, 

therefore t=1.96. 

 

The data collection tool 

For this descriptive quantitative research, 

the use of the survey method was chosen. 

The tool used to collect data within this 

method is represented by the questionnaire. 

Questionnaire: 

1. Do you work in a corporation? 

(Yes/No) 

2. What age category do you belong to? 

(Under 20 years, 20-30 years, 30-40 

years, 40-50 years, Over 50 years) 

3. On a scale of 1 to 5 (where 1 is not at all 

familiar and 5 is very familiar), how 

familiar are you with the field of 

artificial intelligence? 

4. On a scale of 1 to 5, (where 1 is not at 

all beneficial and 5 is very beneficial), 

how beneficial do you think artificial 

intelligence is to your activities? 

5. On a scale of 1 to 5 (where 1 is strongly 

disagree and 5 is strongly agreed), how 

strongly do you agree with the 

following statement? "Artificial 

intelligence will replace a big part of 

current jobs in the coming years." 

6. On a scale of 1 to 5 (1 being strongly 

disagree and 5 being strongly agree), 

how strongly do you agree with the 

following statement? "Artificial 

intelligence will make my everyday 

activities easier and easier." 

7. On a scale of 1 to 5 (where 1 is strongly 

disagree and 5 is strongly agree), how 

strongly do you agree with the 

following statement? "In the future I 

will use Artificial Intelligence as a 

complementary tool for workplace 

activities." 

8. Are you familiar with ChatGPT chatbot 

launched by OpenAI? 

9. Have you used ChatGPT ? 

10. On a scale of 1 to 5 (where 1 is not at all 

and 5 is very often), how often do you 

use ChatGPT? 

11. On a scale of 1 to 5 (where 1 is not at all 

useful and 5 is very useful), how useful 

do you think ChatGPT is? 

12. On a scale of 1 to 5 (where 1 is not at all 

concerned and 5 is very concerned), 

how concerned are you that ChatGPT 

will negatively affect the educational 

process? 
 

Research results 

 

Fig. 1. Familiarity with AI for responses in 

the under 20 category 

 

Fig. 2. Familiarity with AI for respondents 

in the 20-30 years category 

 

 

Fig. 3. Familiarity with AI  

for respondents in the 30-40 years category 
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Fig. 4. Familiarity with AI for respondents 

in the 40-50 years category 

 

Fig. 5. Familiarity with AI for respondents 

in the over 50 category 

From the graphs presented, it is noted that 

37% of young people under the age of 20 

say they are familiar with the field of 

artificial intelligence. Respondents who are 

in the age category of 20-30 years claim 

39% that they are familiar with the field of 

artificial intelligence. On the other hand, 

they have a neutral attitude in the same 

proportion, in addition, 2.17% of people in 

this category claim that they are not at all 

familiar with this field. Regarding the age 

categories 30-40 years and 40 -50 years, 

they are neutral in the proportion of 45% 

and 50% respectively. The category of 

respondents over 50 years old is also 41% 

neutral. 

It can be seen that people in the category 

under 20 are the most familiar with the field 

of artificial intelligence. The only category 

in which a percentage of 2% chose the "not 

at all familiar" option is the 20-30 year old 

category. The largest number of people 

(25%) who chose the option "a little 

familiar" are in the over 50 age category. 

 

 

Fig. 6. The percentage of respondents who 

believe that artificial intelligence is 

beneficial 

 

It can be seen that a large percentage of 

respondents believe that artificial 

intelligence is beneficial (41%) and very 

beneficial (25.77%). 

 

 
Fig. 7. Replacing current jobs  

with artificial intelligence 

 

There is a tendency to say that artificial 

intelligence will take over some of the 

current jobs. Only 3.37% of respondents 

disagree with the statement "Artificial 

intelligence will replace a big part of current 

jobs in the coming years." 
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Fig. 8. AI in daily activities and at work 

 

It can be seen that the graph of the 

efficiency of daily activities using artificial 

intelligence has the same evolution as the 

graph of the use of artificial intelligence at 

work.It can be concluded that the 

respondents consider artificial intelligence 

useful both in terms of the workplace and 

 

other daily activities. 

 
Fig. 9. Familiarity with the ChatGPT 

chatbot 

 

75.46% of the respondents declare that they 

are familiar with Chat GPT. 

 

 
Fig. 10. ChatGPT utility 

It can be seen that a percentage of 37% of 

people who are familiar with the ChatGPT 

chatbot declare that they find it useful. 

 

 
Fig. 11. Frequency of using ChatGPT 

 

It is observed that a percentage of 33% of 

the respondents say that they did not use 

Chat GPT frequently. 

 

 
Fig. 12. Concern about the influence  

of ChatGPT on education 

 

About half of the respondents declare 

themselves slightly worried or neutral about 

the influence of Chat GPT in education. On 

the other hand, 10% of respondents are very 

worried and 18% are not worried at all 

about this. 

 

10 Conclusions and future research 

 

Artificial intelligence is a vast field that has 

been in continuous development over the 

last century and will be increasingly present 

in people's lives. 

At first mentioned only in fiction books and 

presented as an abstract subject, it has 

nowadays materialized in robots and 

technologies capable of imitating human 

behavior. The fact that it has applicability in 
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many fields, it could become a threat to 

people's jobs. Some countries have already 

started creating tools to replace human, 

from self-driving cars to hotel assistance. 

The popularity of artificial intelligence is a 

source of stress especially for women and 

young people. 

In addition, its use in education calls into 

question academic ethics and integrity by 

facilitating fraudulent answers to 

assignments and exams. The information 

transmitted by tools such as ChatGPT is not 

always completely correct and is for 

informational purposes only. 

In Romania, the population least familiar 

with artificial intelligence is made up of the 

over 50s category. Respondents are aware 

of the benefits of AI, but at the same time 

they also fear the changes that will occur in 

the labor market, with 16.87% of the sample 

believing that artificial intelligence will 

certainly replace their jobs in the future. Of 

the people who have heard of ChatGPT, 

4.47% already use it very frequently, and 

10.57% are very worried about the negative 

impact it will have on education. 

A possible future direction of research in 

this field could be represented by the study 

of several categories of the population, to 

see the impact of artificial intelligence in 

other fields as well, such as vocational ones. 
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Abstract: This article presents a comprehensive bibliometric analysis of research articles 

focused on Robotic Process Automation (RPA) project management. By analyzing a large 

dataset of scientific papers, this study aims to identify trends and gaps of this subject. To 

better understand the real-life implications, this study also analyzes different opinions coming 

from people actively working with this technology. The bibliometric analysis aims at 

identifying several key themes often addressed in scientific papers and correlations, while 

also understanding the interest in this field among re-searchers. The analysis is based on a 

correspondence between Intelligent Automation concepts and methodologies for projects’ 

development. The analysis continues with the results of a survey completed by a more detailed 

series of interviews at the beginning of 2023 that focuses on a real-life perspective, with the 

objective to identify project phases where teams are often experiencing challenges. 

Implementation of Robotic Process Automation initiatives depends heavily on the project 

lifecycles, however RPA in the context of project methodologies is a topic not sufficiently 

researched at the moment. RPA teams are expressing different preferences regarding 

implementations, Agile developments being one of them, as it seems that Agile principles are 

closely matching RPA criteria. Furthermore, based on the findings, this article proposes a set 

of practical suggestions to enhance the success of RPA implementations in different project 

phases. The originality of this paper is reflected in the methodology adopted, that includes 

different techniques, in the attempt to complete each other: the literature overview and 

current perspectives. 

Keywords: RPA, Intelligent Automation, Lightweight IT, software lifecycles, Agile 

 

Introduction 

Robotic Process Automation (RPA) 

is a technology that uses software 

robots to automate routine, rule-based 

actions in corporate processes. RPA bots 

execute tasks including data entry, data 

extraction, form filling, data 

manipulation, and more by simulating 

human interactions with digital systems 

and applications. RPA bots are de-signed 

to interact with user interfaces of existing 

software applications, just like a hu-man 

user would. They can navigate through 

different screens, input data, retrieve in-

formation, perform calculations, and 

execute predefined actions. RPA 

technology does not require changes to 

the underlying systems or applications; 

instead, it leverages the existing user 

interface to interact with them. 

RPA is one of the most advanced 

technologies of the moment that can 

change the way business processes are 

carried out within organizations [1] 

emerging as a vital and strategic catalyst for 

sustainability [2]. As a result of the situation 

generated by the COVID-19 pandemic, 

many companies have switched to business 

workflow automation, which has accelerated 

the increase in demand in this field. 

According to some market studies [3,4], the 

global RPA market size was valued at 

2329.9 million dollars in 2022, and is 

expected to rise at a CAGR of 35% from 

2022 to 2030. 

Organizations use RPA to automate manual 

and repetitive tasks across various industries 

and departments. It helps improve 

operational efficiency, reduce errors, and 

free up human workers to focus on higher-

value activities. RPA can be particularly 

beneficial in areas such as data entry, data 

migration, invoice processing, customer 

service, finance and accounting, HR 

1 
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processes, and more. This type of 

software robots can be scheduled to run 

at specific times or triggered by events. 

At the same time, RPA platforms often 

provide monitoring and analytics 

capabilities to track the performance and 

effectiveness of the automated processes. 

RPA is different from traditional software 

development [5], as it focuses on auto-

mating tasks within existing systems 

without requiring significant changes in 

the underlying infrastructure or 

applications. It provides a quick and 

flexible solution for automating repetitive 

processes, allowing organizations to 

achieve efficiency gains and cost savings. 

Considerations such as process 

complexity, scalability, and ongoing 

maintenance should be carefully 

evaluated to ensure successful 

implementation and long-term 

sustainability. Overall, the sustainability 

of RPA depends on how it is 

implemented, managed, and integrated 

into an organization's broader 

sustainability strategy. When 

implemented responsibly, RPA can 

contribute positively to environmental, 

economic, and social aspects of 

sustainability [6]. By automating tasks 

that typically involve printing or handling 

physical documents, RPA can help 

organizations reduce their need for extra 

printouts and promote eco-friendly 

practices that are saving time and energy. 

As a result of RPA implementation, 

resources will be redistributed and 

strategic priorities could take precedence, 

as employees are refocusing their 

allocation on higher value activities.    

As RPA benefits and sustainability have 

been increasingly emphasized and 

noticed in more and more industries and 

RPA started to gain a non-negligible 

importance, today it has reached a point 

which places it as a technology with a 

huge potential for future implementations 

[3,4]. The maturity of the technology 

itself, as well as the future perspectives 

for RPA developments are automatically 

setting the need of a methodology that will 

define a set of principles and procedures, 

with the aim to con-tribute to the optimum 

performance of the software robot 

implementation.   

To ensure adequate coordination, resource 

allocation, risk management, and on-time 

delivery throughout the RPA project 

lifecycle, effective project management and 

governance are crucial. Project lifecycles in 

IT developments offer a structured 

framework for organizing, carrying out, and 

managing the complete project from 

initiation to closure. Adopting a project 

methodology facilitates collaboration 

between business users, RPA developers, 

and other stakeholders, resulting in a 

seamless and effective automation 

implementation. Dividing the workload into 

project lifecycles and adopting specific 

ideologies also enables businesses to 

improve continuously, by learning from 

each project iteration and applying the best 

practices and lessons gained to new RPA 

efforts. 

Our study has significant value for research 

and practice in IT, RPA and RPA project 

management because it provides a 

comprehensive synthesis of the existing 

literature on the relationship between RPA 

and software implementation 

methodologies. This paper is based on the 

following research question: “What life 

cycles does an RPA project follow and what 

are the main specifications for these?” , and 

aims to identify these concepts in the 

specialty literature on the one hand, and 

based on the specialists' experience in 

practice, on the other hand.  

To start with, in order to first get a better 

understanding of the topic, a literature 

review is developed, to identify to what 

extent this subject has been addressed by re-

searchers. In order to achieve the same 

objective, a bibliometric analysis is 

performed. Moreover, the methodology is 

completed with an overview of RPA 

implementations nowadays, described by 

analyzing a set of data gathered after 

conducting a questionnaire and a series of 
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interviews.  These approaches are meant 

to identify: what are the main challenges 

that RPA teams are facing, during what 

project phases are challenges identified, 

and what best practices could be followed 

in order to minimize the number of these. 

Finally, the study proposes a set of 

suggestions, gathered during the survey, 

interviews and by analyzing the current 

literature, with the aim to propose a set of 

recommendations that can minimize 

challenges and contribute to the success 

of an RPA implementation. 

 

2. Foundations of RPA implementation 

process 

 

UiPath [7] states that “the emergence of 

the term “robotic process automation” 

can be dated to the early 2000”, even if 

“the origins of the term “workflow 

automation” dates back to the 1920s 

during the industrial era and emergence 

of manufacturing” [7].   

Gartner defines RPA as “a tool that 

performs “if, then, else” statements on 

structured data, typically using a 

combination of user interface 

interactions, or by connecting to APIs to 

drive client servers, mainframes or 

HTML code” [8]. The benefits generated 

by the use of RPA are numerous and have 

sparked a wave of enthusiasm and many 

followers. Some of the advantages that 

RPA contributes to are: ensuring that 

corporate procedures and operations 

adhere to rules and compliance standards, 

drastically boosting the rate of 

processing, and increasing effectiveness 

through process data auditing and 

digitization [9-10]. But there is a lack in 

the area of theoretical re-search and 

conceptual frameworks [11]. 

An important number of RPA projects 

fail, generating concern for studying the 

success factors and the challenges 

encountered in their implementation [12]. 

The skepticism of many comes from the 

idea that the use of robots will lead to job 

losses and massive layoffs, which has not 

happened until now. In addition to this, the 

misunderstanding of RPA features, 

compatibility issues with IT infrastructure, 

skill sets and security protocols, are 

elements that affect and hinder the 

implementation of RPA in companies [13]. 

When discussing implementation of IT 

projects, one topic that is essential to the 

subject is how the development is going to 

be carried out, what is the methodology that 

the team is going to adapt to and what are 

the main phases that will ensure the project 

success. Different RPA vendors and 

researchers [14-16] are promoting Agile as 

the best methodology that should be 

followed in order to achieve most of the 

automation potential. The definition 

provided by Atlassian 

(https://www.atlassian.com/agile) is that 

“the Agile methodology is a project 

management approach that involves 

breaking the project into phases and 

emphasizes continuous collaboration and 

improvement. Teams follow a cycle of 

planning, executing, and evaluating”. In a 

few words, the rea-son why Agile is 

promoted among RPA teams is that several 

principles of Agile Scrum can provide a 

better framework to deliver RPA software. 

First of all, RPA aims to re-place the work 

performed by human agents, so an RPA 

automated solution must replicate the human 

component as much as possible. Since the 

collaboration with the end-user during the 

implementation is preferable, Agile can 

promote this approach as it focuses on the 

collaboration between team members, 

stakeholders being included as well. Also, it 

is considered that RPA “does not respond 

well to change” [16], and the Agile approach 

is definitely covering this weakness, as it is 

based on iterative implementations, always 

leaving room for improvements and 

prioritizing feedback. Agile also offers a 

strategy that encourages early 

conceptualization and design to ensure flow 

optimization. With requirements being 

detailed in an early stage, the RPA robot is 

less likely to suffer major changes in the 

logic. Moreover, the option of a Backlog 
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gives the RPA teams the possibility to 

take into consideration the remaining 

work and split the effort into multiple 

iterations, while Agile specific meetings 

(Planning, Retrospectives) are giving the 

teams the option to reprioritize the 

remaining work and better function 

during the following Sprints.  

A traditional software development is 

characterized by manager-led teams that 

are organized in a hierarchical structure 

and have multiple layers of authority 

[17]. In contrast, Agile teams are 

designed to be democratic teams, where 

all members are treated as peers on an 

equal level and there is no formal 

hierarchy. This comes as a result of the 

Agile methodology that focuses on social 

interactions and on people collaboration, 

this being one of the Agile manifesto 

values: “Individuals and interactions over 

processes and tools” [18]. For an Agile 

team to work, there are only three roles 

that should be covered: Product Owner, 

Scrum Master and the Development team 

[19]. Schwaber defines the Product 

Owner as the person “responsible for 

representing the interests of everyone 

with a stake in the project and its 

resulting system” [20].  The Product 

Owner is responsible for the funding of 

the project, return on investment (ROI) 

objectives and also “ensures the most 

valuable functionality is produced first 

and built upon”. A Scrum Master acts as 

a “servant leader”, as the Agile literature 

de-fines this role [19]. It is a key player 

as it coaches the team members, helps 

remove the impediments and ensures all 

Scrum events take place. The 

Development Team includes several 

different roles, such as: Developers, 

Solution Architect, Business Analyst, 

Tester, but all are collectively responsible 

for the project as a whole. Solution Ar-

chitects design the overall technical 

vision, while guiding Developers who are 

involved in delivering the technical 

solution. The Business Analyst clearly 

defines and communicates the 

requirements, acting as an interface between 

departments. Agile practitioners consider the 

team to develop by passing through four 

stages: forming, storming, norming and 

performing, this being a cycle that repeats 

every time a change is introduced [21].  

Even if, in practice, companies and teams in 

general are having different approaches in 

terms of organizing the development 

workload, generally speaking, carrying out 

the software process typically follows six 

main phases: project planning, analysis, 

design, development, testing, and roll-out 

[22]. 

 
Fig. 1. Software development life cycle 

activities and deliverables [22] 

 

To describe a general approach of life 

cycles, the process begins with the Project 

Planning phase, which involves the 

identification of Information Technology 

requirements resulting from business 

objectives.  The next step is the development 

of an action plan or work breakdown 

structure to specify specific initiatives to 

achieve the defined goals. This phase 

determines the conceptual design's 

development strategy, advantages, and an 

estimate of development expenses. In order 

to complete this phase, it is essential to: 

initiate and organize the project, create a 

definition, project scope and a planning, as 

well as seek management review and 

approval. The business case's result, which 

was generated during the project planning 

phase, provides the justification for the 
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system and project decisions, and 

becomes the primary set of business 

objectives used to govern and direct the 

project.  The relative importance of 

competencies shifts throughout a project's 

closing phase, and "negotiation" and 

"managing stake-holders" are now among 

the top two competencies [23]. 

The Analysis phase focuses on gathering 

and documenting functional requirements 

that are researched in detail. The degree 

of automation and the complexity of the 

process are established. As a result, the 

advantages and results of automation are 

immediately highlighted. It is also the 

stage when the "Solution Design 

Document" or "Functional Specification 

Document" is created, based on the 

previous requirements analysis. This 

document comes as a detailed definition 

of the business process that will later be 

confirmed and approved by the business 

representatives (the team requesting the 

implementation). As main topics 

addressed as part of this documentation, 

the following items are defined: a 

description of the entire process, detailing 

each step that will be implemented in the 

development, technical details, business 

requirements, process exceptions, 

elements identified as out of scope. 

Researchers [23] are considering this 

stage to be marked by three main 

competences: “managing stakeholders”, 

“communicating” and “planning”: “Here 

the project managers build lines of 

communication and facilitate 

communication with the client and other 

stakeholders to capture and create a clear 

and comprehensive requirements 

statement”. 

The Design phase is essential in order to 

create solid workflows that incorporate 

all technical constraints and, at the same 

time, respect the business requirements 

previously agreed on. In order to create 

solid RPA workflows that will be later 

implemented by RPA developers, it is 

imperative that the process is described in 

depth, with as many potential exceptions 

(both technical and business) understood as 

feasible. These specifics may include screen 

designs, databases, data transfer flows, 

system interfaces, and prototypes, depending 

on the project. 

As part of the Development phase, teams are 

implementing the technical solution, with 

reference to the previously created Solution 

Design Document and all use cases and 

business rules confirmed. The process is 

divided into smaller, sequential or parallel 

steps, so that the product management is 

improved and the workload fractionated 

correspondingly.   

The Testing stage is essentially divided into 

different other phases. Not only different 

environments should be tested, but also the 

approach would differ from one stage to 

another, from testing functionalities 

individually, to observing an end to end 

flow. In any case, this stage is performed 

after the implementation of all process 

flows, based on test data according to those 

used in reality and previously defined test 

scenarios. The solution is tested in a pre-

production environment to confirm that it 

meets the process requirements. If defects 

are discovered at this point, the development 

phase is restarted to fix all existing issues, 

an approach that could potentially 

characterize this as a cyclic flow. This phase 

is completed with the User Acceptance 

Testing, a testing phase conducted by the 

business representatives, initiated with 

predefined data and seeking approval from 

the client.  

Last but not least, the last stage of a project, 

known as the "Go Live" phase, marks its 

completion with the Deployment phase. This 

is the state when all components are 

integrated and verified as a whole in the 

production environment, with a high rate of 

involvement from the client/ stakeholder 

side. At this point, the previous work is 

moved to the actual Production system, and 

the anticipated advantages, such as cost 

savings and improved process quality, are 

tested in real-world operations. After the 

deployment in the Production environment, 

it is essential to establish an intensive period 



72 Insights and proposals for RPA implementations 

 

of Hypercare, when the development 

team will monitor the proper execution of 

the robot. If a defect is discovered in the 

application, the team is ready to provide 

on-going support and maintenance for 

minor bugs. Studies have determined that 

this phase registers most of the costs 

involved with correcting potential errors 

that may appear in a software system 

[24]: “Finding and fixing a software 

problem after delivery can be upwards of 

100 times more expensive than finding it 

and fixing it during the requirements and 

early design phases”. 

Approximately 98% of the 

implementation of an RPA project is 

related to business rules, so business 

process experts play an essential role in 

implementation. As a result, RPA 

implementation cannot be equated with 

classical software implementation [25]. 

Within the IT sector, Robotic Process 

Automation is known to be a lightweight 

IT technology [26]. Lightweight IT is the 

new paradigm of mobile apps, sensors 

and bring-your-own-device, also called 

consumerization or Internet-of Things. 

The key aspect of lightweight IT is not 

only the cheap and available technology 

as such, but the fact that its deployment is 

frequently done by users or vendors, 

bypassing the IT departments ([27]). To 

better understand the concept of 

“lightweight IT”, it is also essential to 

mention he definition of “Heavyweight 

IT”, which, in comparison, is the main-

stream IT as currently delivered by IT 

departments over the world: back-end 

solutions such as ERP and other 

transaction systems, based on databases 

servers and integration software, such as 

bus architectures [28]. 

 

Table 1. Heavyweight and lightweight IT 

[28] 

 Heavyweight IT Lightweight IT 

Profile Back-end: 

Supporting 

documentation  

of work 

Front-end: 

Supporting work 

processes 

 Heavyweight IT Lightweight IT 

Systems Transaction 

systems 

Process support, 

apps, BI 

Technology Servers, 

databases, 

enterprise bus 

technology 

Tablets, electronic 

whiteboards, 

mobile phones 

IT 

architecture 

Centralized  

or distributed 

Meshworks 

Owner IT department Users and vendors 

Developme

nt culture 

Systematics, 

quality, security 

Innovation, 

experimentation 

Problems Increasing 

complexity, rising 

costs 

Isolated gadgets, 

security 

Discourse Software 

engineering 

Business 

innovation 

 

As described in Table 1, even if the 

difference between these two concepts are 

obvious, they can be considered 

complementary and mutually dependent. 

Lightweight IT may not have the full control 

on data repositories and platforms, as 

Heavyweight IT does, but it brings the 

innovation and agility that can be considered 

as out of scope for the Heavyweight IT.  

That being said, RPA can be easily framed 

as a Lightweight IT as it simply inter-acts 

with IT systems’ presentation layer in order 

to simulate human behavior. Fundamentally, 

RPA is a technology that connects all other 

IT applications non-invasively and 

seamlessly. As such, as Moayed states in the 

“From pilot to full scale RPA deployment” 

whitepaper [29], it is possible for RPA 

solutions to become the “platform” or 

“backbone” through which all other 

automation technologies will eventually be 

connected/ organized, be it Chatbots, 

Optical Character Recognition or simply 

other soft-ware platforms. Even if RPA 

classifies as a component of the IT sector, 

and the delimitation between projects’ 

phases can be applied as for any other 

software project, the distinction between 

Lightweight and Heavyweight is one reason 

which needs to be considered when 

rethinking implementation phases in the 

RPA context. The organization's ongoing 

business and IT alignment, as well as the 
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overall limited utilization of RPA in an 

organization [30] are factors that could 

add different specifications, com-pared to 

the traditional Heavyweight IT approach.  

 

3. Methodology 

 

The current study is based on two 

different methodologies that were 

adopted in order to better understand the 

subject and develop several conclusions 

and recommendations: a bibliometric 

analysis and a questionnaire conducted 

among RPA companies.   

First of all, a bibliometric analysis was 

carried out in order to gain insight into 

current research trends and the extent of 

study in certain research topics. This 

particular statistical analysis of 

publications tracks researchers’ output 

and impact and publication relationships 

can also be understood by visualizing the 

bibliometric data. It is a remarkable tool 

for the measurement of academic and 

organizational performances based on 

various indicators such as the number of 

publications and citations, collabo-ration 

networks and examines the research 

productivity, most keywords and 

publication trends in a particular research 

area [31]. It also allows easy 

identification of re-search gaps in a 

particular research field.  

In terms of data collection, the study was 

conducted by utilizing data from the 

Scopus database, in order to identify a set 

of bibliometric indicators, such as 

quantitative indicators and qualitative 

indicators that specify citations. Scopus is 

a multidisciplinary citation database of 

peer-reviewed literature with tools to 

track, analyze, and visualize research [31] 

and so it is considered to be a reliable 

source that offers accurate information. 

Identifying various research-related 

publications' sources and recognizing 

trends in annual publications were the 

main objectives considered when 

applying this type of research. A total of 

268 publications were analyzed as part of 

the data collection with the use of Scopus 

database, having a timeline, from 2009 to 

2023. The data was filtered by specific 

criteria (detailed in the next chapter) and 

then ex-ported in a Comma-Separated 

Values (CSV) file. The tool used to perform 

the analyses on the exported data was VOS 

Viewer [32], chosen in order to perform the 

bibliometric analysis, with outputs in the 

form of visual components based on 

mapping techniques. The data stored in the 

CSV file was translated into clusters and 

diagrams, with the aim to assess relevant 

information about the publications. 

Furthermore, in order to provide a clear 

statistical analysis regarding RPA 

implementations today, the study uses the 

results gathered as part of a questionnaire 

ad-dressed in February 2023, with the aim of 

getting a better understanding of how RPA 

tools are used to develop different projects, 

in order to identify how this technology is 

currently affecting internal business 

processes and it is expected to evolve in the 

near future. 

The questionnaire was addressed to 150 

respondents that are closely working with 

the RPA technology and received a total of 

122 unique responses, having an 81,33% 

response rate. The 122 respondents are using 

RPA in 15 different industries. All 122 

responses have been validated, as the criteria 

based on which an individual was chosen as 

a potential respondent was to have been 

working with RPA at least for the last two 

years, regardless of the company or role.  

The questionnaire was created using Google 

Forms and has been shared online, mostly 

by email and on a professional social media 

platform. Results were later interpreted by 

displaying the data in a visual format such as 

pie charts and bar charts. While bar charts 

only highlight the number of responses and 

differences between answers are easier to 

remark, pie charts represent each result as a 

percentage of the whole sample. 

The complete study was based on a total of 

22 questions, divided into three sections: the 

profile of the respondents, a theoretical 

approach of the RPA technology on a 
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conceptual level and applying these 

concepts in real life projects using 

different RPA vendors. However, for the 

objective of the current paper, only six of 

the total questions were taken into 

consideration and analyzed, in order to 

understand possible draw-backs of the 

technology that could reside in potential 

areas of improvement. A more detailed 

analysis has been conducted as part of a 

different research paper [33]. 

Responses gathering did not imply any 

personal data collection as the profile of 

the respondents was built as part of the 

first section of the questionnaire. This 

one has been defined by questions 

analyzing the following topics: the 

industry to which their company belongs, 

the department they are working in, their 

location, experience with the RPA 

technology, role and the number of RPA 

projects they have experienced in the last 

12 months. All this information was later 

correlated with the results observed on 

the other questions.  All questions were 

mandatory, with multiple choices but 

single answer and the option to add a 

different response, if needed for the 

company industry, department, or role. 

Respondents are mainly located in 

Romania (95%) and have been working 

with RPA technologies for different 

periods of time: 2-5 years (59%), less 

than 2 years (29%) or more than 5 years 

(12%).   

Having the survey, which aims to 

understand the way RPA teams work 

nowadays, as a starting point, a series of 

more in-depth interviews have been 

conducted in the same time period. The 

objective of this interview series was to 

get a better under-standing of some of the 

topics raised by the questionnaire. The 

“interview” method has been chosen as 

an appropriate tool to collect detailed and 

contextual information from individuals. 

As Barbour mentioned, the interview 

aims at having an ‘in-depth information’ 

about a certain topic or subject, and 

through which a phenomenon could be 

interpreted in terms of the meaning’s 

interviewees bring to it [34]. This way, the 

inter-views intended to allow some of the 

questionnaire’s respondents to provide 

subjective experiences insights, while also 

providing the opportunity to address follow-

up questions, to better understand 

participants' viewpoints and resolve 

ambiguities. 

 

4. Results and discussions 

 

The Bibliometric analysis was developed 

based on complete data collection and data 

filtering procedure. To begin with, the 

primary goal of the research was set to 

analyze the trends in publications linked to 

Robotic Process Automation and methods of 

Project Management, in the Scopus 

database. The research was done utilizing 

the document examination method within 

the context of descriptive analysis. The data 

was retrieved on May 7th, 2023, using 

“Robotic Process Automation” and 

“methodology” as main keywords and 

“phases” and “implementation” as 

secondary keywords. A total of 268 

documents were retrieved following this 

procedure, these being publications that are 

addressing these defined topics. 

The inclusion criteria were the document 

type and language, in order to make sure the 

publications complied with academic norms. 

Results were filtered to exclude non-English 

publications and the following document 

types: erratum, retracted papers, conference 

review. Only the following have been 

analyzed: articles, conference papers, book 

chapters, books and reviews, which led to a 

total of 251 publications, after ap-plying the 

initial filters. The analysis showed that the 

majority of documents were journal articles 

(a total of 117), as well as a remarkable 

number of papers published in different 

Conferences (97 out of the 251 total).  
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Fig. 2. Selection strategy and research 

protocol 

 

In order to ensure the relevance of the 

results, a manual review process was con-

ducted. During this phase, the title, 

abstract and keywords of each research 

publication were evaluated for potential 

relevance to the study, to validate that the 

paper’s con-tent is developed based on 

the set of keywords provided in the 

search criteria. As a result, a number of 

62 documents have been excluded from 

the data set, as the abstract proved to be 

irrelevant for the context of analyzing 

Robotic Process Automation 

implementations. 

After this additional filter, the timeline 

considered has been affected as well. For 

example, without excluding any papers, 

the initial unfiltered results show that the 

first article that follows the direction 

input in the search query was published 

in 2009. However, by analyzing the 

abstract it is clear that the article focuses 

on robotics and process automation as 

hardware configurations and a 

methodology is suggested to de-sign only 

these kinds of systems. With that being 

observed, the final timeline addressed 

turned out to be 2017 - 2023. 

It is interesting to see how the interest in 

this topic developed during these five years. 

With first initiatives on analyzing the 

implementations of RPA technologies in 

2017 and only two relevant documents 

retrieved by the search for that year, the 

interest has drastically increased during the 

next few years, with a maximum of 57 

publications in 2021. In this rapid evolution, 

it can be assumed that the topic will 

continue to gain interest around researchers 

for the next year as well, considering that, 

until this moment, there is a number of 31 

documents published until May 2023. 

However, important to mention is the fact 

that these numbers are not reflecting only 

publications that follow the initial filtering 

based on all keywords exactly. Most of these 

results have as a central point the concept of 

“Robotic Process Automation” itself, and 

de-scribe a specific implementation, use 

case in an industry or highlight a specific 

RPA concept indeed. In spite of that, they 

are not suggesting a specific methodology or 

framework that maximizes the 

implementation of RPA processes by 

following a project methodology. Moreover, 

the concept of “RPA” in the context of 

methodologies or implementation phases is 

addressed in just a few publications from 

this set of results, and it details specific 

behaviors of RPA implementations (i.e.: 

Jimenez-Ramirez, A. et al., 2019, A method 

to improve the early stages of the robotic 

process automation lifecycle). 

 
Fig. 3. Number of publications per year, 

unfiltered results (a total of 268 

publications) 
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Fig. 4. Number of publications per year, 

results filtered by document type, 

language and abstract relevance  

(a total of 189 publications) 

 

As the tool (VOS Viewer) used to create 

data visualization representations is 

creating analysis based on identifying the 

most used terminology (keywords) and 

the number of occurrences, for the co-

occurrence analysis the tool automatically 

identified a number of 1465 keywords 

that were later filtered to only cover the 

RPA technology and any possible 

relation with implementation phases or 

methodologies, as it can be observed in 

Fig. 5. As a result, the all keywords co-

occurrence visualization shows a network 

diagram of keywords, in which nodes, 

font size and color are describing the 

relationship with one another. Fig. 6 only 

shows a selection of this network, where 

one of the most popular keyword (“rpa”) 

is grouped into a cluster with other 

keywords with a medium occurrence, 

such as: “business process”, “enterprise 

resource management”, “business process 

management” or “process analysis”. The 

membership to the same cluster is 

represented by the same color used for 

the connecting lines, and grouping these 

concepts into one cluster demonstrates 

that RPA is closely related to the idea of 

improving business processes and 

managing projects. However, no clear 

evidence could be observed between 

RPA and specific project methodologies 

concepts, concluding that this is still a 

topic not sufficiently researched. 

 

 
Fig. 5. List of keywords filtered for the 

bibliometric analysis 

 

 
Fig. 6. All keywords co-occurrence 

 

Fig. 7 is a representation of a co-authorship 

analysis by countries, in a density 

visualization, showing how the maximum 

research around this topic took place in: 

Germany, India and the United States. 

 

 
Fig. 7. Main countries associated  

with publications 

 

While the bibliometric analysis highlighted 

the necessity of deepening this specific topic 

as it couldn’t provide a clear input on the 

research question stated in the beginning, 

the questionnaire conducted managed to 

identify actual business needs and get an 

understanding of the current approaches 

when it comes to RPA development. One 

topic addressed as part of the questionnaire 

conducted was related to the usual RPA 
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project lifecycle, with a focus on the 

project phases in which teams are often 

facing difficulties. A majority of 30% of 

respondents are considering the Analysis 

phase to be the most error prone. Design 

and Development phases are the next 

preferred options, with a 20% choice rate 

each. By analyzing these numbers, it is 

also important to mention that most of the 

respondents are working as a 

Developer/Architect (74%), the 

difference between the other existing 

roles being remarkable: Business 

Analyst/ Product Owner (13%), 

Management positions (8%), Project 

Manager/Scrum Master (2%). In this 

context it is interesting to notice to what 

extent the initial phases of a project 

(Discovery, Design) are considered to be 

the most challenging in terms of the 

number of risks that could potentially 

affect the whole project implementation.  

Going even more into this subject, the 

fact that the initial phases of a project are 

usually the most demanding is confirmed 

by responses received to a different 

question: “What are the challenges that 

may be experienced during a project 

development?”.  

 

 
Fig. 8. Project phases where teams are 

having most of the difficulties 

 

Respondents were allowed to select 

multiple choices, and the results show 

that the top three most difficult aspects 

are faced when: the initial manual process 

is not clear enough or is lacking adequate 

documentation (with a reference to the first 

phases of the project implementation), 

customers are expressing reluctance or 

adding complexity to the implementation 

during the process and when edge cases are 

not covered by the software robot (which, 

again, can be referenced to the same 

Analyze and Design phases). 

Among responses, 25,71% of the results are 

targeting the adoption of an unsuited project 

methodology. The “Pulse of the Profession” 

study conducted by the Project Management 

Institute (PMI) in 2018 concludes that 71% 

of organizations were choosing the Agile 

approach, even if applied to different 

methods, based on each team's needs. This 

number was a result of a survey that 

highlighted feedback from 5702 Project 

Managers and other management roles, from 

a range of industries, including In-formation 

Technology. “More and more organizations 

are recognizing that agility - the capability 

to quickly sense and adapt to external and 

internal changes to deliver relevant results in 

a productive and cost-effective manner - is 

helping them stay competitive” [35].  

The same conclusion can be highlighted 

considering the study that made the subject 

of this paper, as 72% of respondents 

considered that Agile methodologies can 

best be associated with automation 

processes.   

 

 
Fig. 9. Challenges experienced during an 

RPA project development 

 

Having as a starting point the topics 

addressed as part of the questionnaire, the 

most relevant responses provided have been 
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detailed by some of the participants as 

part of a more comprehensive interview. 

Participants have been asked “What are 

the best practices that teams are adopting 

during each project lifecycle, when 

automating processes using RPA?”, in 

order to understand what particularities 

can be considered when discussing 

Project Management for RPA driven 

projects.  By analyzing the general 

project life cycle of a software 

implementation, as detailed in the 

Literature Review section, and by 

understanding challenges identified in 

RPA projects development in real life 

implementations, Table 2 describes a set 

of recommendations, with the objective 

of capturing a series of additional 

requirements that RPA projects have, 

compared to a usual IT process. The 

following ideas and recommendations 

can be viewed as a theoretical framework 

for RPA implementation, considering the 

generality of each action. 

 

Table 2. RPA projects’ requirements  

for each implementation phase,  

in addition to general software 

development need 

Project 

Phase 

RPA projects’ requirements,  

in addition to general software 

development needs 

Project 

Planning 

Highlight the weaknesses of a 

manual process and propose a 

new, more efficient way of 

achieving the same or even better 

results.  

Anticipate use cases that are 

occurring in day-to-day business, 

but may not be obvious from the 

beginning. If scenarios are not 

considered from the planning 

phase, then the RPA robot’s 

configuration will have to be 

adjusted or the scope of the 

automation would have to be 

expanded, in order to include these 

unknown cases. This results in 

affecting the project's timeline, 

resources and costs, not to 

mention the customer satisfaction.  

Project 

Phase 

RPA projects’ requirements,  

in addition to general software 

development needs 

Analysis To better understand the process 

flow, develop process diagrams: a 

diagram that will include the steps 

described in the initial non-

automated flow and another 

diagram of the automated process. 

Design Create an architecture that follows 

a tactical approach and consider 

using RPA benefits at its full 

extent. For example, if none of the 

processes chosen for the 

automation are not performed at 

night, having an RPA robot 

working 24/7 may not have a 

visible impact.  

Developm

ent 

An RPA software selection 

process is mandatory: the selection 

of appropriate RPA software for 

automation is the main emphasis 

of this step. Fortunately, the 

market appears to be maturing 

swiftly, and so some essential 

considerations in the decision-

making process include: the cost 

of the vendor, required skills, 

vendor support, vendor reputation, 

the capability to use low-code 

programming, security, license 

flexibility and so on.  

Testing The test environment should be an 

exact replica of the Production 

system in order to ensure 

efficiency and avoid rework in 

configuring the robots. A robot 

might fail to recognize a field in 

the production system if it differs 

from the one in the test 

environment, throwing an error 

that would ultimately interrupt the 

process. RPA robots are dependent 

on User Interface components that 

are set as triggers when creating 

the logic behind the automated 

process, so it is essential that these 

components that are used initially 

in the development are matching 

exactly the real ones.  

Roll-out Anticipate customers’ resilience 

when it comes to being open to 

adapt to RPA automated 
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Project 

Phase 

RPA projects’ requirements,  

in addition to general software 

development needs 

technologies, which is also 

confirmed by the questionnaire 

conducted for this study.  

Regarding the customer 

relationship involved in RPA 

processes, 76,19% of people that 

are often facing the end user's 

reluctance are connecting this with 

the lack of knowledge that the 

customer may have towards this 

technology. They also reported the 

idea that RPA robots could take 

over their tasks, or they don’t 

believe in minimizing or 

excluding manual work. It is 

important that the end user 

understands from the beginning 

the logic behind the 

implementation, RPA 

implications, and see the concrete 

results and benefits of the 

automation. It is also important for 

the end user to understand the 

limitations and have a clear image 

of what are the out-of-scope 

elements, so that expectations are 

realistically set.  

Consider an Agile approach for 

moving robots to Production, in 

order to provide efficient 

deployment and close monitoring 

of processes. As a best practice it 

would be recommended to transfer 

to the Production environment a 

smaller number of robots to carry 

out (a part of) a process, identify 

and implement the potential 

adjustments/ bug fixes, then 

transfer into production other RPA 

robots, until the target system is 

accomplished.  

 

5. Conclusions 

 

With the concrete classification of RPA 

as part of the IT segment and the 

theoretical definition of Software 

development phases, it can be observed 

that there are no limitations when having 

to decide on a methodology for an RPA 

specific project. Like any other project in the 

IT field, organizing the workflow and 

resources based on a specific methodology 

is the element that adds value to the 

implementation and may conclude in the 

success or failure of the project.  
Software development methodologies, from 
traditional to agile approaches, are available 
for organizations to choose from. Even if 
some are taking a hybrid approach, their 
methodology preference is related to 
specific organizational projects and team 
traits. However, different sources cited in 
this paper are recommending implementing 
RPA in an Agile approach, as Agile 
principles are closely matching RPA 
criteria: the need to define functionalities 
from the beginning of the project, flexibility 
that allows improvements in the flow, 
opening to the stakeholders’ feedback, being 
just a few.  
By consolidating and analyzing knowledge 
from the research field, this paper provides 
valuable insight for organizations that want 
to achieve good RPA project management 
and improve their efficiency at the project 
level. The obtained results provide a 
foundation for continuing research in the 
direction of the most appropriate 
methodologies for RPA projects.  
Despite the fact that the bibliometric 
analysis reveals that RPA project 
management research has experienced 
significant growth in recent years, indicating 
the rising interest in this field, based on the 
data acquired during this study project, it 
was determined that there is still insufficient 
information on this subject, at least in what 
scientific papers are concerned. However, as 
any other IT field, the creation and 
implementation of Robotic Process 
Automation initiatives depend heavily on 
the project lifecycles. Project lifecycles offer 
a methodical method of controlling RPA 
advances, ensuring that automation 
initiatives are carefully planned, carried out, 
and maintained throughout time. Even if the 
preference for the addressed methodology 
may not be directed towards Agile, the 
recommendations suggested as part of this 
study can be considered regardless, as these 
can be viewed as best practices for any RPA 
implementation.  
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The choice of a project management 
technique for RPA projects should 
ultimately be made based on the specific 
requirements and characteristics of the 
project, as well as the preferences and 
experience of the project team and other 
stakeholders. However, the available 
options to choose from do not differ from 
the ones that can be applied to any other 
development technology. The 
suggestions that have been documented 
as part of this research are following the 
general project life cycle of a project, and 
are giving an overview on some specific 
actions that can maximize RPA 
automations’ efficiency.  
Following these recommendations during 
various project phases can help RPA 
projects succeed, leading to increased 
process effectiveness, cost savings, and 
improved customer experience. These 
insights can help practitioners and 
researchers better navigate the challenges 
of RPA project management, as RPA is a 
continuously developing technology. 
A future improvement would be to 
expend the area of analyzed papers with 
the use of multiple databases and 
additional sources, as the study was based 
only on the articles provided by the 
SCOPUS database (the recognized and 
highly valued source of scientific 
literature) and only included journal 
articles and conference proceedings. 
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