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Nowadays, most activities have had encountered changes due to the technology progress 

process. There is an obvious preference for the use of applications that help people with the 

everyday tasks, such as: getting a cab, booking a ticket at the cinema or even waiting for the 

online shopping to arrive. In this paper, we propose a mobile application for currier activities 

with optimization route that improves the performance. 

 

Keyword: currier optimization route, mobile application design 

 

Introduction 

Online shopping was a new yet weird 

concept in the beginning, but after some 

time it became the first choice for most of 

the people. The idea of online shopping 

was applied for all sorts of products, such 

as: furniture, clothes, books, cosmetics, 

flowers and much more items that we use 

every day. The work schedule most people 

have nowadays doesn't leave so much time 

left for going to stores so online shopping 

is a very good alternative. This process can 

be done through a mobile application or 

through a web application. In the end, the 

result is the same through both of these 

options: the items are home delivered 

without any effort from the buyer and 

being less time consuming. 

Regarding online shopping, we also need 

to mention a very important actor: the 

currier companies. These companies take 

the products or the packages from the 

sender and deliver them to the receiver. 

This entire process helps the way that the 

desired product gets from the warehouse to 

the receiver in almost no time, even maybe 

in the very same day. The arrival of the 

order is influenced by the location where 

the destination point is and sometimes by 

the shopper options. 

Given these aspects, the currier companies 

started to grow more and more. The 

payment for the ordered items can be done 

either online or to the courier. Also, an 

important aspect is that currier companies 

deliver packages from one person to 

another. 

The main benefit of this entire process is 

that the delivery is way less time 

consuming, giving the opportunity to place 

orders with emergency status (this means 

being delivered very fast). The competition 

between currier companies is at the level 

of delivery speed. Therefore, it is intended 

to minimize the time the customer has to 

wait in order to receive the package. 

The entire process described above can be 

improved by a mobile application. Most 

people nowadays own a smartphone or 

even a tablet, and most of the activities that 

we could only do from standing at the 

computer or at the laptop can also be 

accessed from the phone. Mobile 

applications are widespread because they 

offer, through a user-friendly interface, 

benefits within certain domains. An 

application for a currier company helps the 

customer to take a new step towards the 

easy delivery of packages. 

 

2 Similar applications 

At the moment, the currier companies are 

on the rise, being the preferred method in 

the case of people who want to move a 

particular object from one area to another. 

Every company that works in this activity 

field has a web page or mobile application, 

through which is connected with the 

potential customers, providing relevant 

information about the services they offer. 
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A very popular application is the one from 

FAN Courier. It provides the ability to 

monitor order status using AWB Tracking 

technology, generating an estimated order 

price, dynamics map viewing, having a 

user-friendly simple interface, but very 

comprehensive. 

A similar application is the AfterShip 

Package Tracker. This application main 

purpose is keeping track of the location 

where the order placed by the client is 

located. This application is an important 

support for other popular application used 

in this domain. The features they use 

consist in: notifications sent by the 

application, data synchronization, no ads 

and it can be used free. The process of 

using this application consists in typing the 

order number, then the application will 

identify the package. It also has the ability 

to scan the barcode. 

A well-known currier company is FedEx. 

It has an application that implements order 

tracking, notifications sent to the client 

through the app, and the ability of using it 

after the creating of an account. An 

interesting functionality is the 

implementation of digital signature. The 

application also has the ability of scanning 

the barcode, estimate the price and the time 

the package will reach its destination. 

The 17TRACK application also aims to 

monitor your orders. It provides support 

for international currier companies. Its 

main functionalities are: code scanning, 

changing the language in which the 

application can be used, etc. The 

application works on mobile devices and 

also on tablets. Once the status of an order 

has changed, the client is notified. A very 

important feature is that the application 

synchronizes its data in cloud. 

Another currier application is 

CourierManager that can be used in 

correlation with the web page. Its 

functionalities are related to the physical 

track of couriers through a map, generating 

information about their previous 

experience. The application is connected to 

a portable printer and it can monitor the 

amount of money that has been paid. 

Google Navigator and Google Maps 

applications are used to generate routes. It 

also allows the display of order's content. 

 

3 Designing the application 

In order to access the application, the client 

needs to create an account. Through it, the 

user can access all the functionalities 

offered by the computer system. Account 

creation is done by filling in a form. 

Subsequently, when placing an order, it is 

necessary to fill in a form. Once the order 

has been sent, it can be reviewed and its 

status can be tracked. Also, the saving of an 

order is marked by receiving a confirmation 

email. The order is picked up by the 

courier. His account is created by the 

administrator and grants him access to all 

the functionalities within the application. 

The courier takes the order to the 

warehouse to be sorted and delivered to the 

warehouse situated in the delivery sector. 

From that point the order will be taken over 

by another courier who is commissioned to 

deliver the package to the consignee. The 

application’s functionalities are presented 

in Figure 1. 

 
Fig. 1. Use case diagram 
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The most important cases in the 

application are: placing and delivering an 

order. Figures 2 and 3 illustrates the two 

use cases. The customer needs an account. 

Then the order is registered and appears as 

an awaiting order for the couriers in a 

particular sector. The client receives a 

confirmation email.  

 
Fig. 2. Placing an order 

 

In Figure 3 is illustrated the case of picking 

an order by courier and delivering it to the 

warehouse. The courier has to be logged in 

the application. The courier needs to go to 

the picking point and take the package 

along with the payment. 

 
    Fig. 3. Picking up an order 

The creation of an account only applies to 

clients and couriers, administrators having 

their accounts created previously. The user 

opens the application, accesses the client 

menu and completes the registration form. 

If the fields from the form are not validated 

then the form cannot be submitted. Once 

the account has been successfully created, 

the email address needs to be confirmed. 

After this step, the account can be used 

without any other restrictions. If the email 

address is not confirmed, the account 

cannot be accessed. The process of 

creating an account for the employee starts 

when the courier is employed. The 

administrator creates the account for the 

courier. In Figure 4, the activity diagram is 

shown.
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Fig. 4. Activity diagram for the creation of the account 

 

Figure 5 shows the process of picking an 

order. This involves client-side 

authentication. 

 
Fig. 5. Picking up an order 

 

Following internal sorting within the 

warehouse, the order is picked up by the 

courier. It goes to the destination, contacts 

the recipient and takes over the command 

in the possession of the courier (as in 

Figure 6). 
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Fig. 6. Delivering an order 

 

The BPMN process diagram illustrated in 

Figure 7 represents the way the application 

works in the client-specific interface. This 

process is executable and basically shows 

the main thread of actions a client is 

naturally pursuing when using the 

application. 

 

Fig. 7. Process diagram 
 

The diagram illustrated in Figure 8 is a 

BPMN collaboration diagram. It deals with 

the process of placement of an order by the 

client and picking up by the courier. It 

highlights the exchanges of information 

between the two entities and the way they 

communicate with each other during this 

process. 

Fig. 8. Collaboration BPMN diagram for placing an order 

 

An important process within the 

application is the delivery of an order. To 

illustrate it, we use a BPMN collaboration 

chart (as in Figure 9). 
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   Fig. 9. Collaboration diagram for delivering an order 
 

The Database schema is represented in Figure 10.  

 
   Fig. 10. Database schema 

 

4 Software technologies 

Parse server is an open version that 

supports any type of infrastructure running 

on Node.js. The Parse server has some 

essential features, such as: 

- Uses a MongoDB database and does not 

depend on a database hosted in Parse; 

- Provides the ability to migrate any 

existing application to its own 

infrastructure; 

- The built-in application based on a Parse 

server can be tested and developed locally 

using Node. 

-The server does not depend on a backend 

hosted in Parse [2]. 

The databases used in the Parse server are 

MongoDB and Postgres. For security of the 

application, it is not necessary to use a 

client key. The server itself includes client 

key, REST API, .NET and JavaScript. Each 

application has a unique id through which 

the application security process is 

performed. Also, the read-only key is 

available to the developer. By enabling it, 

the server will perform all reading 

operations, but will not be able to perform 
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any write operation. This type of key is 

used in the dashboard. 

MongoDB. It is a NoSQL database. NoSQL 

concept includes a huge variety of 

technologies that have emerged due to 

demand for the development of modern 

applications [3]. Application developers 

process very large volumes of rapidly 

changing data such as: structured, 

unstructured, semi-structured, polymorphic. 

Android Studio. The structure of a project 

in Android Studio includes Android 

modules, bookstores and Google apps. The 

language used in Android Studio is Java. 

The most important files in a project made 

in Android Studio are: Manifest file, Java 

files and res files. The Manifest file 

expresses permissions that allow the 

application to access various pre-installed 

applications on that device. Java files 

represent the place where all the functions 

and functionality of the application are 

implemented, representing the behavior of 

the application during its use. Files that do 

not contain code are stored in res files. 

These are XML files that help add visual 

elements to the application, such as buttons, 

colors, images, etc. [4]. Android Studio can 

be integrated with Google Services, a way 

to make it easier to deploy features like 

Google Maps, Google Direction. 

Google play services. Google Play Services 

can use the latest and most popular APIs 

without the need for support on your 

device. When versions of Google Play are 

undergoing improvements, they are 

automatically distributed and delivered via 

Android SDK Manager [5].  

Google Maps. The direction arrow is 

intended to find the route from a starting 

point to an arrival point. Through it, one 

can get directions by various means of 

transport, such as walking, driving, public 

transport or pedal. At the same time, one 

can specify destinations, stop points in the 

route as text, longitudinally or latitude 

coordinate, or location IDs [6]. Through 

this API, optimal routes are returned, and 

the first factor behind the optimization of a 

route is the time spent on the route. Also, in 

the process of calculating the optimal route, 

there are other important factors that 

account for, such as the distance and the 

number of curves. 

The travelling salesman problem. 

Generating an optimized route for 

delivering and taking orders, it is an 

important step in completing the menu for 

the courier interface. To implement this 

functionality, we use the Google Maps 

API. By querying the database, we took 

over all the addresses to which a courier 

has to arrive within a day and created a 

link. A JSON file is found when accessing 

the address. The link should follow the 

format provided by Google Maps. Within 

the JSON file, the addresses are stored in 

an optimized order. Also, the directions the 

driver must follow to reach the destination 

points are included. With Intent objects, 

the link must be sent to the Google Maps 

app. Then, it was necessary to create 

another address that respects a different 

format to be compatible with the map 

application. So, we obtained the addresses 

from JSON file first, then stored them 

inside a list we used to create the new link. 

This method has ensured that the addresses 

will remain in the same optimized order. 

The goal is to find the shortest route 

between various destinations where the 

salesman must arrive using the algorithm 

for the travelling salesman problem [7].  

 

5 Application interface depiction  

The four major functionalities of the 

application are: placing an order, tracking 

the status of the placed order, order 

history, and how to package parcels as in 

Figure 11. 
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Fig. 11. Client interface menu 

 

The order placement form gives the client 

the possibility to enter a new address or 

use one of the saved ones so far. Once the 

user sends commands from or to a specific 

address, it is automatically saved in the 

database. It must then enter information 

about the recipient, such as: name, first 

name, telephone number. It also requires 

entering information about the subject you 

are sending, such as the number of pounds 

or envelopes, weight, length, width, height. 

These fields contain validations, and it is 

not possible to send very large or heavy 

objects. The price is calculated 

dynamically, based on the weight and size 

you entered. The user may opt for an 

emergency delivery, but it will cause an 

extra change. It is not acceptable to send it 

to the server if the data are not complete or 

valid and the required fields are left blank. 

Errors are generated on the fields where 

the entered data did not meet the required 

requirements. Once the form is sent to the 

server, the customer receives the invoice 

by email. This is in pdf format and 

contains the important information in the 

order, plus the unique QR code of the 

order. The invoice must be printed and 

glued on the package to be scanned later 

by the courier. 

The basic functionality in the courier 

interface is the way the route he has to take 

is optimized. This route must be optimized 

in terms of both distance and time. The 

route is made up of all the addresses he 

needs to reach, and if additional addresses 

are added, the route is reordered to include 

the new added point. Figures 12 and 13 

illustrate two routes, one optimized, and 

the other non-optimized, in which the 

addresses are given in a random order. The 

first criteria to be considered in the 

optimization process is the distance 

traveled, observing that in the optimized 

route, the distance is 28 kilometers. In the 

non-optimized route, the distance traveled 

is 38 kilometers, a major difference in the 

resources that the company should allocate 

to the same transport. Also, the time 

difference is approximately one hour 

between the two routes. It can also be seen 

that addressing is done in a different order 

within the two routes. 

 

  

Fig. 12. Optimized route 
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Fig. 13. Non-optimized route 

 

The interface for administrators is 

completely different from the ones 

described above, both in terms of design 

and functionalities. The menu is based on 

three windows that illustrate the stage of 

the entire business activity. The first 

window lists all company employees, 

along with contact details. This enables 

them to be contacted if it is necessary. In 

the second window are all commands that 

have not been retrieved at that time. In the 

third window are all commands that have 

been delivered to the recipient. This 

includes the reference of all orders and the 

way they are delivered. 

The application also generates graphs that 

help explain the company's performance 

from a financial and productivity point of 

view. The first graph refers to the ratings 

obtained from the feedback process. These 

are illustrated as in Figure 14. In this way, 

conclusions can be drawn on how 

customers perceive the services offered by 

the company. 

The second graph illustrates the number of 

orders delivered during the last week 

(Figure 15). This way one can see how 

much the company's productivity increased 

or decreased, as the case may be, from one 

day to the next, or the level of demand for 

services offered by the company. 

 

 
Fig. 14. Feedback chart 

 

 
Fig. 15. Last week deliveries 
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6 Conclusions and future works 

In this paper, we propose a mobile 

application for currier activities with 

optimization route using algorithm for the 

travelling salesman problem that improves 

the performance. By the optimized routs, 

both distances and transporting time were 

reduced. 
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This paper aims to develop an application dedicated to the growth and maintenance of plants, 

whether leguminous or decorative plants, which involves the traditional cultivation method 

that uses the soil. It consists in two main components: a mobile application that is be able to 

run on the Android operating system, and the physical component, which is referred to, in 

what follows, by the term "SmartGarden". 

 

Keyword: sensors, Arduino, smart garden, monitoring 

 

 Introduction 

It is well-known that fruit and 

vegetable producers use intensive crop 

farming, in order to obtain large crops in a 

short period of time. This method is used 

both to increase profits and to meet market 

demand, taking into account that the global 

population is constantly on the rise. These 

agricultural practices come at a price. In 

recent years, there has been a decline in the 

quality of fruits and vegetables available 

on the market, both in Romania and all 

around the world. Moreover, vegetables 

found in stores outside the season can be 

toxic because of the chemicals they are 

being treated with, to increase their 

resistance in time. They also lack taste and 

nutrients because they either are hybrid 

breeds, specially created to be cultivated in 

greenhouses, or are not grown under 

optimum conditions.  

Considering these aspects, the best and 

most reliable alternative would be the 

cultivation of your own vegetables or 

fruits. However, people today no longer 

have the time or resources to grow their 

own vegetables, or are not quite concerned 

about this. This is why any technology 

innovation that occurs in this area is very 

important, as it could radically change the 

way plants are grown today. Also, 

developing devices that facilitate the 

growth and maintenance of plants could 

lead more people to choose to cultivate 

their own plants. 

Two of the main ways to cultivate plants 

are: the traditional method, in which the 

soil is used as a rooting medium and a 

source of getting nutrients, and the 

hydroponic culture. Hydroponics means 

that plants grow without soil, relying on 

mineral nutrient solutions in a water 

solvent, from which the roots of the plants 

directly uptake the necessary nutrients. 

Most specialists believe that hypotonic 

products are not organic because they do 

not use soil as a growth substrate. 

The physical part of the informatics 

solution proposed in this paper is the one 

that collects information from the 

environment and transmits it to the 

database, in order to be further processed. 

SmartGarden consists in several sensors 

and other hardware components linked to a 

motherboard. The main features are the 

build-in LED lamp and irrigation system. 

The mobile application displays data 

coming from sensors and provides remote 

control for SmartGarden. It also allows 

users to adjust the settings to meet their 

needs, and to manage a list of plants and 

devices. 

 

2 Similar applications 

The idea of an automated garden has been 

exploited so far, reaching similar solutions 

to the one proposed in this paper. The main 

difference is that most products which are 

already on the market use hydroponic 

growing. 

1 
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The first solution that I am going to present 

is Plantui6 [1]. It consists of a water tank, 

an LED lamp and spaces designed for 

plant development. The first difference is, 

as we mentioned above, the hydroponic 

cultivation method. A second disparity is 

that Plantui6 uses white light, unlike 

SmartGarden that uses combined red and 

blue LEDs for greater efficiency. Also, this 

solution does not come with an application 

through which the values in the 

environment can be monitored. At the 

same time, it does not show any remote 

control method. An advantage of this 

solution is that after 16 hours of operation 

the device will stop for 8 hours called 

"sleep time" to save energy. 

Another solution that resembles the 

application we propose is AeroGarden [2]. 

It consists of a water tank, a blue and red 

light bulb, and seed planting 

compartments. AeroGarden Wi-Fi is the 

mobile application for the solution, which 

promises to monitor the amount of water, 

light and nutrients. Also, the built-in LED 

lamp can be remotely controlled via the 

mobile application. 

CLICK & GROW [3] is another solution 

for plant growth. Unlike the products 

mentioned above, it is the only one that 

uses soil instead of water. The soil used is 

called 'smart soil' and promises an optimal 

pH, oxygen and nutrient level. The system 

has the same components as the above-

mentioned devices. It also does not come 

with a mobile application or a LED lamp. 

The elements of innovation presented by 

the proposed application are the 

functionalities of the mobile application. 

From the descriptions of the solutions 

analyzed before, it is noticeable that there 

were not used sensors to capture 

information about several factors that could 

impact on plant development, such as air 

humidity, temperature, light, soil humidity. 

The application, in addition to providing 

real-time information, provides the option 

of seeing the changes in the form of a graph 

for a more eloquent representation that 

facilitates understanding. Another strength 

of the proposed solution is the "automatic 

mode", which allows the device to turn on 

certain components (lamp or irrigation 

system) without needing the intervention of 

a user. Another possible advantage of our 

solution might be that it is intended for 

growing plants in the soil and not in the 

water, considering that most of these 

products are made for hydroponic crops. 

 

3 Application design 

In Figure 1 the actions that the user can 

take in the mobile application are 

presented. There is a simple association 

relationship between the user and all use 

cases. As we can see, the include 

relationship was used to represent that most 

actions (add plant, add device, check status 

of parameters, modify account data, choose 

operating mode) that can only be performed 

after the authentication has been done in 

advance. Also, the "Check status of 

parameters" case extends three other cases: 

"Turn on irrigation system", "Turn on 

lamp", "View History". This extension 

highlights the fact that these extended cases 

take place optionally or under certain 

conditions. Thus, in the manual mode of 

operation of the system, if after checking 

the state of the parameters, the user wishes 

to take one or more of the extended actions, 

they will take place, otherwise not. On the 

other hand, in the automatic mode, the 

system will execute the extended cases: 

"Turn on irrigation system" and "Turn on 

lamp" when the soil moisture and 

brightness parameters will drop below the 

lower limit. 
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Fig. 1. Use case diagram 

 

Activity diagram for ”Turn on lamp”. In 

the "Turn on lamp" activity diagram, we 

can see the steps taken by both user and 

system in order to control the lamp 

remotely (as in Figure 2). The logged-in 

user can turn on the lamp by pressing the 

button on the home page of the application. 

Once the button is pressed, a request is 

sent to the database to change the status of 

the lamp to 0, corresponding to the state 

"Off", or 1, corresponding to the "On" 

state. The motherboard reads the values in 

the database and acts as a result of the 

change the used made. 

 

 
Fig. 2. Activity diagram for ”Turn on lamp” 

 

The class diagram is designed to 

graphically describe the static part of the 

system by presenting classes and 

relationships between (as in Figure 3). The 

classes used in the project are: Accounts, 

Devices, Devices_models, Plants, 

Default_plants, Categories, Sensor_data. 
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Fig. 3. Class diagram 

 

 
Fig. 4. Database logical schema 

 

Relationships between entities can be 

expressed as follows: a device model 

belongs to one or more devices, a device 

has only one model; an account has one or 

more devices added, but a device belongs 

to a single account; a device, over time, 

can grow one or more plants, and one plant 

is grown in single device; a category 

contains one or more plants, and one plant 

belongs to a single category; a category 

contains one or more default plants, and a 

default plant belongs to a single category; 

for one plant are recorded one or more 
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inputs from the sensors, and one input 

from the sensors is recorded for a plant. 

 

4 Software Technologies 

As specified in the introduction, there are 

two components: the mobile application 

and the physical component, SmartGarden. 

The technologies used in the project are 

the following: 

- Android platform and Java language 

- Arduino software and C ++ language 

- MySQL 

- LAMP server 

The mobile application is built through the 

Android Studio development environment 

using the Java programming language and 

is compatible with the Android operating 

system.  It can run on devices that have at 

least Android version 4.4 KitKat, with a 

minimum API of 19. 

Arduino software is a development 

environment used in the automation 

process to write code for the motherboard, 

using C/C++. To simplify code writing, the 

following libraries: ESP8266, 

WiFiClient.h, ESP8266WebServer.h, 

SimpleDHT.h were used. The first three 

libraries were used for the WiFi module 

and the last one for the temperature and 

humidity sensors. 

MySQL is used to store data gathered from 

SmartGarden. Since records are being 

generated every 7 seconds, a database 

management system with a large storage 

capacity is needed. This is the means of 

communication between SmartGarden and 

the mobile application. It also manages 

user accounts, storing either personal data 

and plant listings or user configurations 

about how the application works. 

The LAMP server is used to establish the 

communication between SmartGarden and 

the mobile application. SmartGarden 

queries or inserts data into the database via 

PHP pages running on the server. Both 

queries and insertions from SmartGarden 

are done using the POST method. Using 

the same method, the application queries 

the database and takes data coming from 

SmartGarden. There is another method that 

can execute the task, called GET. The 

difference between GET and POST 

methods consists in the security they 

provide. The GET method is less secure 

because the values are explicitly written in 

the link, remaining in the browser's 

history, and can be intercepted by 

unauthorized people. The POST method 

has a higher degree of security because the 

values are encoded and transmitted via 

HTTP headers. However, the level of 

security also depends on the HTTP 

protocol, so by using Secure HTTP 

(HTTPS) the level of data protection is 

higher.  

To provide remote control, by using the 

mobile application, the status of the lamp / 

irrigation system in the database changes 

to 1 or 0 when the ”turn on” / ”turn off” 

button is pressed. SmartGarden reads the 

information about the new state of the 

device, and reacts by turning them on or 

off. 

 

5 Application interface depiction  

SmartGarden contains the following 

hardware components: 

The motherboard is the main component 

of the SmartGarden project. It works as a 

control center where all the information 

transmitted by the sensors is collected and 

it is further made available to the mobile 

application through a database. The board 

not only gathers data, but also controls the 

mechanical part of the project, such as: a 

mini water pump used for soil irrigation, 

but also an LED lamp to provide the 

necessary amount of light (as in Figure 5). 
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Fig. 5. Schema of components 

 

The mainboard is like a computer, as it 

contains common elements such as a 

processor, internal memory, RAM, but also 

a very important element, a WiFi module 

capable of receiving or transmitting 

packets of data on a local network or on 

the Internet. At the computer level, the 

mainboard acts both as a server and as a 

client. On the server side, it provides a web 

page where you can set the name and 

password of the router to which it will 

connect in order to access the Internet, and 

on the client side it connects to the 

database. 

Sensors. In order to get quicker, yet more 

accurate information, a range of efficient 

sensors has been chosen. Next, the sensors 

used in the project implementation and 

their characteristics are presented: 

a) The temperature sensor - detects 

the temperature in the air and 

transmits it to the motherboard in 

digital format. 

• The measured temperature range is 

-40 ° C to + 80 ° C; 

• The accuracy of the measurement 

is ± 0.5 ° C. 

b) Air humidity sensor - detects 

relative humidity (RH) in air and 

transmits it to the motherboard in 

digital format. 

• The measured humidity range is 

between 0% RH and 100% RH; 

• The accuracy of the measurement 

is ± 5% RH. 

c) The soil humidity sensor - detects 

soil moisture and transmits it to the 

mainboard in analog format. 

• The measured humidity range is 

between 0% and 100%; 

• The accuracy of the measurement 

is ± 1%. 

d) Ambient light sensor - records the 

level of ambient light and transmits 

it to the mainboard in analog 

format. 

• The accuracy of the measurement 

is similar to the human eye; 

• The detection angle of the sun rays 

is ± 60 ° and best responds around 

the value of 570nm of the light 

wavelength, which corresponds to 

natural light or the one produced by 

LEDs. The light produced by 

incandescent bulbs is detected very 

poorly because it produces another 

spectrum of light. This is the 

desired effect because incandescent 

light does not help plants grow. 
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e) Water level sensor - detects the 

water level in the tank and 

transmits it to the motherboard in 

analog format. 

The LED lamp will extend the duration of 

exposure of plant to light. There are certain 

wavelengths in the visible light spectrum 

that are ideal for plant growth, the red and 

blue ones. Different proportions of red and 

blue light affect different types of 

chlorophyll differently. Depending on the 

stage of development, the optimal 

wavelengths may vary.  For example, in 

the blooming phase, a red light spectrum is 

most suitable to plants. LEDs are the best 

choice for this solution because they do not 

produce overheating and have low energy 

consumption. Moreover, they produce the 

same wavelengths as the sun's rays [4]. 

The irrigation system ensures an optimal 

level of soil moisture. It has the following 

components: a water pump, two hoses and 

a tank with a capacity of 0.8L. By using 

the appropriate sensor, we will know when 

the soil humidity has dropped below the 

lower limit, so that the system needs to be 

turned on. This avoids both water 

deprivation of the plant and the use of too 

much water. 

Multiplexer. Because the motherboard has 

only one analog input, it was necessary to 

introduce a 16-channel multiplexer in 

order to extend the number of analog 

inputs. It receives from the motherboard 

the channel (in binary format) from which 

we want to intercept the analog value and 

read any input on the indicated channel. 

The information is then returned to the 

board. 

Relay module. In order to turn on and off 

the lamp and the water pump, it has been 

used a 4-relay module. It works as a 

switch, but instead of the mechanical 

action of pressing a button, a digital signal 

of 0 or 1 is transmitted to the module, 

which in turn closes or opens the electrical 

circuit. The relay module is controlled by 

the main board 

 

through two pins, one for the water pump 

and the other for the lamp (Figure 6). 

 

 
Fig. 6. SmartGarden – water and light sources 

 

Controller for LED strip. The LED strip is 

used in the SmartGarden's exterior design. 

In order to obtain different color shades, it 

is necessary to build a controller. This is a 

set of three transistors that, along with the 

signal received from the motherboard, 

control the intensity and color of 

SmartGarden's lights (Figure 7).  

 

 
Fig. 7. SmartGarden – in operation 

 

The LED strip consumes a higher current 

than the one that the motherboard can 

support, so an external power supply is 

needed. 

The Android application will provide the 

following features: 

Register of a new user. When creating a 

new account, the user must provide some 

personal data (name, surname, email, 

username, and password) that is filled into 
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a form of the application. These data will 

be stored in the database. Taking into 

account that the table containing users will 

contain sensitive content such as personal 

info and passwords, the information is 

encrypted using the bcrypt algorithm, 

because it is considered to be the most 

secure and efficient. 

Authentication. After the account is 

created, the user will provide the username 

and password in order to login and be able 

to use the application. To verify the 

correctness of the data entered, it will be 

checked in the database whether the 

username and password combination 

belongs to a user. If they are correct, 

authentication will be made successfully, 

otherwise, the application will display an 

appropriate message to let the user know 

that one of the information they provided 

is incorrect. 

Display the values from sensors. The 

sensors integrated in Smart Garden will 

record the values of environmental 

parameter every 7 seconds. These values 

will be stored in the database, in a table 

dedicated to sensors data only. The mobile 

application will retrieve this data and 

display it both in the main menu (Figure 8) 

for a quick check and on separate pages 

dedicated to each sensor. Individual pages 

will also allow you to view a history of 

recorded values. Thus, we can see the 

evolution of certain parameters that 

influence plant development, throughout 

the day. The graph and report option will 

also be available for easier viewing and 

understanding of the changes that have 

taken place (as in Figure 9 and Figure 10). 

 
 

Adding a plant. The option to add a plant 

can be accessed via the side menu of the 

mobile application. Here will be provided 

information about the plant such as: name, 

optimum parameter values (air humidity, 

soil humidity, temperature and ambient 

light intensity). If the user does not know 

the optimal values for good development 

of the plant, he can choose to add a default 

plant provided by the application. 

Subsequently, the user will be able to 

modify the entered data provided 

previously or remove a plant from the list, 

if desired. 

User notification. One of the most 

important features of the application is the 

notifications sent to the user when the 

values of a parameter exceeded the optimal 

interval limits. It will also signal when the 

water level in the tank has reached a low 
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level. Depending on this, the user can 

make certain decisions in order to fix the 

situation. 

Remote control. Smart Garden has a plant 

watering system and a special LED lamp 

for plant growing. It provides two modes 

of use: automatic and manual. If we choose 

the automatic mode, SmartGarden will no 

longer need our intervention to take care of 

the plant. It will take into account the 

measured values of the sensors and the 

optimal values and will automatically turn 

on the irrigation system or LED lamp 

when needed. If we choose the manual 

mode, the application will send a 

notification to the user, indicating that the 

irrigation system should be turned on 

because the soil humidity has dropped 

below the lower limit. Also, if the 

exposure time to sun light is too short, it 

can be substituted by using the LED lamp, 

which can also be turned on or off 

remotely, without the need for physical 

presence. 

 

6 Conclusions and future works 

We consider that the resulting application 

has achieved the goal set in the beginning, 

namely to automate the plant monitoring 

and maintenance process. 

The application could be improved by the 

following aspects: 

• improving both the mobile application 

design and the physical component 

aspect; 

• more detailed analyzes on the 

evolution of parameters values over 

time; 

• a system that holds the flower pot in 

place or a system that notifies the user 

when the pot have been removed, in 

order to avoid the situation in which 

the irrigation system is turned on in the 

absence of the pot, which could be 

damaging for  the hardware 

components; 

• plant growth monitoring; 

• predictions; 

• control of temperature and air 

humidity; 

• notifications via email or SMS. 
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Introduction 

Trading shares in an organized stock 

market is already a stand-alone activity 

for hundreds of years. Since the transfer of 

an equity from a seller to a buyer for the 

money is a sustained process, it underwent 

a whole series of significant 

transformations.  

After some organized markets appeared 

between the 15th and 16th century in 

Belgium and Netherlands, "the United East 

India Company was chartered in 1602" in 

Amsterdam and "a new bourse was begun 

in 1608" [1]. It was founded the first 

company with shares that can be bought 

and sold by the shareholders and this new 

trading shares activity does not affect the 

main activity of the company. "Altogether, 

1,143 investors subscribed to the initial 

capital of the of the Company's Amsterdam 

chamber" [2]. "The Dutch pioneering 

several financial innovations that helped 

lay the foundations of modern financial 

system" [3]. It was only a step to the 

continuous trading of shares in the 

incipient stock market. A new era has 

begun, more stock exchanges was 

developed worldwide. 

It is well known the image of a trading 

floor in a stock exchange, where the 

communications where made in open 

outcry language until recently. Even "until 

2009 trades on the floor of the New York 

Stock Exchange always involved a face-to-

face interaction" [4]. In this system all bids 

and offers were made out of the open 

market, giving all participants the chance 

to compete with the best price. All 

estimations were based on the last closed 

price, on the whole price history using the 

latest fundamental news, but no estimation 

was possible to be made based on the real-

time price movement as we are used today. 

In the last decades, introducing the 

electronic systems in the stock exchange 

activity was a significant step. Electronic 

trading (ET) is the method that use 

information technology to bring together 

buyers and sellers in a virtual market place 

using an electronic trading platform and a 

network that links all participants. The 

huge difference is now that the real-time 

price is available, which makes possible a 

more accurate prediction. The second 

important difference is that all orders are 

executed electronically, in a very fast 

1 
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execution process, fact that affect the 

volatility and the speed of the price 

movement. 

ET was born practically in 1971 when 

National Association of Securities Dealers 

Automated Quotations (NASDAQ) was 

founded. "NASDAQ was the world's first 

electronic stock market" [5]. After that, in 

1987 Globex trading system was founded 

by CME Group, "conceived in 1987 and 

launched fully in 1992" [5]. It allowed 

access for ET of treasuries bonds, 

commodities and foreign exchange. A little 

bit later, the rival ET system CBOT 

(Chicago Board of Trade) was 

implemented, "an electronic trading 

platform that allowed for trading to take 

place alongside that took place in the 

CBOT pits" [5].  

The fast IT development was a key factor 

in the ET domain. In the years of 2010 and 

2011 massive investments were made in 

technology in all main stock exchanges in 

the world. This process determined the 

majority or the classical trading floors to 

be changed in ET systems, the classical 

brokers were removed from the trading 

chain and all trading orders were made and 

processed electronically. The impact was 

tremendous in reducing the costs of 

transactions, gather the liquidity and 

increasing the transparency of the price 

movement. 

In this new context, the activity of any 

financial or investment company is driven 

by a BIS which is developed and optimized 

individually and related with the objectives 

of each institution. ET allowed a BPM to 

be automatized. In this process, using an 

ATS has become  today a necessity for any 

trading and investment systems, to permit a 

quick adaptability to the market conditions 

that are changing practically every second. 

Using technology to analyze real-time 

price has allowed the development of a 

new type of trading based on mathematical 

and statistical algorithms: algorithmic 

trading (AT). Computer software generate 

automatically buy and sell orders without 

any human intervention to trade individual 

financial instruments. High-frequency 

trading (HFT) term "has gained some 

significant attention due to the flash crash 

in the U.S. on May 6, 2010" [6]. It is a 

specialized form of AT characterized by 

high turnover and especially by high order-

to-trade involved ratios, generating a huge 

number of trades. We will see below the 

place occupied by AT and HTF through 

the ATS in the BIS of a financial or 

investment company. 

 

2 Business Intelligence Systems using 

Automated Trading Software 

It is well known that BIS comprises the 

strategies and informational technologies 

for data analysis. Once applied IT in the 

trading activity, the BIS that includes ET 

turned into a special architecture, as a 

result of the main role played by the ATS.  

The real-time data analysis for prediction 

and risk management in the ET systems 

place ATS to be the main engine in the BIS 

of a financial or investment company. 

Because the profit is obtained directly from 

the actions of the ATS, the real-time data 

mining processes in ET have become the 

priority research subjects in the latest 

years. The low-latency data flux together 

with the fast speed data mining processes 

allows a very fast build for the buy and sell 

orders. ATS is linked directly with the 

liquidity and capital infrastructure to obtain 

the profit. 

Even the real-time data are continuously 

stored in the data warehouse of the BIS 

together with the historical data, the real-

time flux is used in parallel by the ATS to 

ensure the rapidity of the trading decisions 

and actions. After the data mining process 

and order execution, all resulting data are 

reversed in the data flow to be stored in the 

data warehouse. After that the BIS is 

aligned again with the usual configuration, 

all BIS results being obtained with the data 

already stored. However some reports are 

automatically generated by the ATS.  

The particularity of the BIS with ATS is 

the special management of the real-time 

data flux to ensure a low-latency 



24 Automated Trading Software - Design and Integration in Business Intelligence Systems 

 

functionality. The real-time data flux 

includes the price time series provided by 

data sources linked directly with the stock 

exchanges, real-time fundamental data and 

news provided by specialized external 

sources and the real-time capital and 

liquidity data provided by external sources 

linked directly with the bank and 

brokerage system.  

The key of success using BIS with ATS in 

a financial or investment company, is how 

the real-time data flux is organized and 

used, how the real-time data mining 

process is made together with the risk and 

capital management and how fast can be 

sent and executed the trading orders in the 

brokerage system. In Figure 1. is presented 

the data floe of BIS with ET: 

 

 
Fig. 1. Data flow of the Business Intelligence System using Automated Trading Software 

 

It is well known today that "researchers 

believe the Cloud is a big part of the future 

of business intelligence" [7]. In the new 

time of the analytic data management of 

BIS, to solve the most problems regarding 

the complexity, costs and inflexibility, the 

cloud computing is a solution for majority 

systems. It is found that due to the 

specificity of information managed in BIS 

with ATS, there is a significant latency in 

the process of adoption of the cloud 

technologies in the companies using ET. 

There is no documented argumentation for 

this assertion except the personal 

experience in this field in the last ten years. 

Due to the specificity of the processed 
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data, due to the fact that the data mining 

procedures and the obtained results are 

strictly confidential and because of the 

speed and low-latency requested in the BIS 

with ATS, the cloud technology adoption 

is systematic delayed in many BIS in the 

financial and investment field. The 

classical "in house secured" BIS solution is 

still preferred. 

 

2.1 Algorithmic trading 

Algorithmic trading (AT) term refers to 

"any form of trading using sophisticated 

algorithms (programmed systems) to 

automate all or some part of the trade" [8]. 

Triggering from the notion of algorithm, as 

to be a finite set of precise instructions 

performed in a prescribed sequence to 

achieve a goal, especially a mathematical 

rule or procedure used to compute a 

desired result, the algorithmic trading 

activity ca be defined as to be the process 

of using computers programmed to follow 

a defined set of instructions for placing 

trades in order to generate profit at a speed 

and frequency that is impossible for a 

human trader. The main characteristics of 

the AT is the complexity and large 

computing volume ensuring in the same 

time a very high speed for the process of 

data mining, price prediction and building 

and sending the trading orders, which is 

also the intended purpose. Considering the 

different aspects of the processes involved 

in algorithmic trading, we can have some 

several categories of systems in this field: 

- depending on the level of automation: 

semiautomated and automated trading 

systems; 

- depending on the algorithm type used: 

statistical, neural or arbitrage trading 

systems; 

- depending on the frequency of orders: 

long term, medium term and short term 

systems. 

The long term trading systems are usual 

named as investments systems, being 

characterized by a small number of trades 

made to be profitable on long term (several 

weeks, even months). The short term 

trading systems are usual named and 

assimilated as to be high-frequency trading 

systems (HFT). These systems implied a 

very high number of orders, rapid order 

execution and cancelation, very short 

holding periods (seconds, minutes, hours), 

low-latency data and speed data-mining 

required and a specific focus on a high 

liquid equities [6]. 

 

2.2 Data mining in financial trading 

In AT data is processed to find a profitable 

solution to buy or to sell an equity in a 

specified moment of time. The basic 

principle is very simple. Computers do 

everything using well-established 

algorithms. However, developing a stable 

and profitable system is a very laborious 

job, paying a very particular attention to 

the used algorithms. 

Since statistics became widespread in the 

context of computer emergence, we can 

see several types of analytic tools: 

"descriptive analytics focus on reports of 

what has happened", "predictive analytics 

extend statistical and/or artificial 

intelligence to provide forecasting 

capability", "diagnostic analytics can apply 

analysis to sensor input to direct control 

systems automatically" and "prescriptive 

analytics applies quantitative models to 

optimize systems, or at least to identify 

improved systems" [9]. Considering the 

specifics of each methodology, "data 

mining includes descriptive and predictive 

modelling", "operations research includes 

all four" categories [9]. 

In financial trading we use descriptive 

modelling to analyse the past evolution of 

the price movement of an equity. This 

process is sometimes called "historical 

data-mining" (HDM) and the results help 

to understand the general trend and 

movement circumstances of a price. The 

HDM process use all available historical 

data in the warehouse (Figure 1.) and it is a 

significant part of the data management 

procedures in any trading system. 

Predictive analysis which is involving 

different forecasting models in practically 
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present in majority fields of the human 

activity. In financial trading the predictive 

analytics is practically the main engine of 

each trading system. Using the real-time 

price data and the historical data, the 

predictive models try to determine the 

probability for a price increasing or 

decreasing. Because this process is using 

the real-time data flux, sometimes is called 

as "real-time data mining" (RTDM). The 

process is using the real time data without 

any pre-cleaning or validation filter and 

must provide a fast and reliable response to 

the low-latency data management module 

of the trading system (Figure 1.). In this 

process the algorithms used are very 

important but we know also that the "speed 

is nature of the scripting or programming 

language used" [10]. This means a very 

significant role in the process of design and 

development of a trading system the 

optimization of all used resources. 

In the RTDM are included different types 

of mathematical algorithms for prediction. 

Some of them are using typical statistical 

functions together with different 

mathematical functions and price 

transformations. Classical algorithms 

based on moving averages or regressions 

are well known. However for a better 

efficiency, very complex algorithms are 

designed in this section and this is the key 

of success in any trading or investment 

company. Large amount of resources and 

effort are spent here, a better algorithm 

being what any investor want. 

Other algorithms in RTDM are based on 

neural networks methods. On this chapter 

the algorithms try to use a continuous 

optimization to find the best way to the 

optimal solution. Usual this type of data-

mining algorithms are combined with the 

statistical functions. 

The third category in RTDM is the 

arbitrage type. These methods are based 

only on the real-time data price and are 

used in all trading procedures regarding 

equities with non-centralized price. Today 

is well known the huge interest in the 

arbitrage algorithms adapted for all 

cryptocurrencies, big difference between 

the sell and the buy price of a 

cryptocurrency in two different exchanges 

being a huge opportunity for profit. 

Important investment are made latterly in 

this field to develop algorithms and to reap 

all these opportunities. 

 

3. Automated trading software 

An ATS is a software which is receiving 

the real-time and historical price data of an 

equity, generates the signals for buying and 

selling of the equity based on well-

determined algorithms, sets the volume of 

trading based on the capital liquidity and 

the capital a defined risk level, builds the 

trading orders and send them to the 

brokerage account without any human 

intervention.  

The purposed objective of the ATS is to 

generate profit into the investor's account. 

Once established the algorithms and the 

functional parameters, the ATS will run 

continuous and automatically, being the 

main part of any automated trading system. 

The design of an ATS must take care about 

some specific requirements: a). low-

latency data processing; b). fast trading 

orders processing; c). profitable trading 

strategies with measurable capital exposure 

level; d). automated capital risk 

management. 

The low-latency data processing and fast 

data orders processing are required to 

ensure that the trading orders arrive in the 

brokerage account system before the price 

is changed. This is a defining requirement 

for ATS because an order with an obsolete 

price is ignored and will not be executed. 

Consequently the processing speed is the 

first design direction for an ATS. 

The second design direction is the 

measurable risk involved by the ATS. Not 

all trading strategies are suitable, some of 

the strategies can not measure priori the 

risk involved. In an ATS can be included 

any profitable strategy with a measurable 

capital exposure level. With this parameter 

the capital risk management will be 

possible to be automatically made, in this 
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way the trading strategy will be integrated 

with the risk management procedures.  

Receiving the real-time and historical data, 

ATS applies different data-mining methods 

to extract information and to calculate 

probabilities for an increasing or 

decreasing of the price based on different 

trading strategies. Depending on the time 

frame used for each strategy, there are 

several categories between high-frequency 

trading and investment strategies: very-

short term, short term, medium term and 

long term strategies. 

Once a buy or a sell opportunity was 

found, a trading signal is generated. The 

trading signal is a record that includes the 

action (buy/sell), the price and the code of 

the equity. This signal can not be yet 

executed because the volume of the 

transaction is still missing. 

In the capital and risk management 

module, using the information about the 

available capital liquidity (C), based on the 

capital exposure level for each (i=1, 2, ... 

n) used trading strategy (ξi) we can 

calculate the volume of the current 

transaction (Vi). The total capital exposure 

level (R) of the ATS is the maximum limit 

of the exposure level: 

 

   Vi = C *  ξi with R ≥ ξ1 + ξ2 + ... + ξn (1) 

 

In this way the total capital exposure of 

any ATS can be controlled to the maximal 

value (R). With an automated stop loss at 

that maximal value, the risk can be limited 

and controlled. 

 

4. Conclusions 

In the context of ET, the ATS occupies a 

central place in the BIS of any financial or 

investment company. ATS has become 

today a necessity in this environment, to 

permit a quick adaptability to the market 

conditions that are changing very fast. The 

computational and data processing speed is 

the first design requirements of any ATS.  

Based on more trading strategies, applied 

on very-short, short, medium or long term, 

the ATS require a real-time price  and 

capital liquidity data flux together with the 

historical price data. The data mining 

process, where the trading strategies are 

included, is organized in two individual 

modules: the real-time data mining module 

and the historical data mining module, 

depending on what data type are mined. 

The results are processed by a low-latency 

data management module which 

incorporates the trading signals. Based on 

the information provided by the capital and 

risk management module, the trading 

signals are transformed into trading orders 

and are sent into the brokerage account 

system. The speed for building and sending 

orders to the capital  account is very 

important because the trading orders must 

arrive in the brokerage system before the 

price is changing, otherwise the obsolete 

price orders will be ignored and not 

executed. 

The second design direction for an ATS is 

the measurable risk involved by the trading 

system. It is required by the automated 

capital and risk management process. This 

requirement is obtained by incorporating 

into the ATS only trading strategies with 

measurable capital exposure level. 

Knowing the capital exposure involved by 

each trading strategy, the total risk 

exposure involved by the ATS can be in 

real-time calculated, and therefore can be 

limited as needed. Together with the real-

time capital liquidity informations it is 

possible to build an automated capital 

management process that will manage in 

real time the capital and the risk involved. 

Because the profit in any financial or 

investment company is made directly by 

the actions of the ATS, the design and 

integration in BIS has gained a special 

attention. Thinking that we have only 

about ten-twelve years of ATS in the 

context of a history of hundreds of years of 

financial trading in the stock exchanges, 

we can say that we are still on the 

beginning in this domain, large research 

and improvements are still to come in the 

trading automation. 
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Machine learning technology is very often used in present days. Exist many machine learning 

models, the theory has evolved in last year’s due exponential use of those technologies. A 

challenge is to apply those advanced technologies in practice to solve different problems or to 

improve systems.   

 

Short theory about machine learning 

Machine learning (ML) is a software 

that use previous data, or information, 

or experience it learn from the past and 

predict or make decisions about future 

data, making generalization of the existing 

data. In simple mode, ML predict 

something named output based on 

something named input. Input information 

is the known experience.  

If output and input are labeled pairs, we 

have supervised learning [1]. Example of 

supervised learning is determining 

generated power of photovoltaic system 

based on weather parameters like solar 

irradiation level, temperature, wind speed, 

etc.  

In case when input data is not labeled 

learning, process is an unsupervised 

learning. We can have an example in this 

case also from the same area, let’s presume 

we need to classify the type of defects for a 

photovoltaic system based on some 

description of the status of components or 

elements that show component status, it is 

classification problem for determining 

specific groups. In [1] is mentioned also 

semi-supervised learning which use both 

approach of supervising and  

unsupervised learning, we have input data 

labeled and unlabeled. An example in this 

case can be the same as previous example, 

but which use also for output defect 

classification also apart from status 

parameters also labeled parameters that 

have specific numeric values.  

Input variables are named usual 

explanatory variables or regressors, 

manipulated variables [1], [2]. Output 

variables are named response variables or 

explained variable, dependent variables, 

measured variables. In our case response 

variable is generated power, explanatory 

variables can be: wind speed, temperature, 

ceiling, real feel temperature shade, real 

feel temperature, relative humidity, cloud 

cover, dew point, pressure, apparent 

temperature, wet bulb temperature, 

visibility, wind chill temperature, etc. 

Sample data collection which is used for 

learning is named training set, collection 

which is used to test if estimated data is 

correct is named test set [1], [3]. Machine 

learning can do many tasks, for example:  

• Classification, example ML determine 

if the share price will rise;  

• Regression, example ML will predict 

generated power of a wind turbine 

based on wind speed. 

• Clustering, putting observations in 

groups, for example putting mobile 

users in specific categories based on 

consuming pattern.  

• Dimensionality reduction is the task 

when input dataset contain many 

parameters, this correlated with huge 

data set make data analyze difficult, to 

easy this, using dimensionality 

reduction, from entire set off 

parameters will be chosen most 

significant one.  

2 About Support Vector Machine 

2.1. SVM Classification 

1 
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Support Vector Machine (SVM) is a ML 

that can be used for classification or 

regression. In [4] classification case 

methods start from input variables that can 

be assimilated like vectors {x1, x2, ..., 

xN}. Any of those vectors have features, 

for example for vector xj those are noted 

generic {aj1, aj2, …, ajm}. Like in real 

world we categorize things based on 

features here we try to find if based on the 

m features mentioned those vectors are in 

one class or the other(s). In simple way for 

two classes noted C1 and C2, the problem 

is to find if vectors xi pertain to C1 or C2. 

The easy way to separate data is using 

lines or hyperplanes. If our input variables 

xj can be separated by lines or 

hyperplanes, then those are linearly 

separable. After reading all SVM theory 

some time ago, I think linear way was first 

considered because it is easier to be 

mathematically explained.  

If we have two input vectors, then the 

suggestive way to represent input data is 

graphically like below 

 
Fig. 1. Data separated by line in two-dimensional case 

 

If we have 3 input vectors figure 1 will be 

three dimensional, and similar for n input 

vectors we will have “n” dimensional 

representation. In [5] the use of lines and 

hyperplanes in SVM classification is 

underlined more by using term linear 

classifiers. Basically, delimiting groups 

using lines or hyperplanes is 

straightforward and it can be computed 

mathematically.   

We can observe that if data is separable or 

classified like in figure 1 between two 

groups there is not only a line, it is an area, 

which is named margin, like in Figure 2.  

 

 
Fig. 2. Margin 
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Classification is better if the margin is 

wide. 

The vectors that lies on edge lines or 

hyperplanes are named support vectors, 

from here the method name.   

Generalizing for n vectors (n experiences, 

n input data) that is used in training stage 

of ML, the goal of SVM is to find a 

hyperplane that classify vectors in two 

classes, as there are many such solutions 

(or hyperplanes) the best one is that which 

assure the maximum size for margin.  

To optimize this SVM use a function  

S(x) = wT* x + b; 

where x – is an input vector  

wT – is waiting vector, it is orthogonal to 

hyperplane and control hyperplane 

direction   

b – is a scalar, a bias, it controls 

hyperplane position 

For a specific input vector, SVM get that:  

• It pertains to class c1 if S(x) = 

wT* x + b > 0; 

• It pertains to class c2 if S(x) = 

wT* x + b < 0. 

In real world the delimitation between 

objects is not always a line or a 

hyperplane, it can be other figure like 

nonlinear curves [5], [6], an for example 

for two-dimensional case: 

 
Fig. 3. Non-linear classification 

 

For classification in this case SVM need a 

nonlinear approach, for this SVM use a 

kernel function, this map data into other 

space where classification can be done 

using hyperplanes [6]  

There are many kernel functions, most 

used linear, polynomial, radial basis and 

sigmoid [6], [7], [8]. 

2.2 SVM regression  

SVM can be used not only for 

classification, it can be used also for 

regression. A good and simple explanation 

for SVM principle used in regression is in 

[9]. Below figure describe it: 

 
Fig. 4. Using SVM for regression 
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If in SVM classification principle is to 

have vectors or input data delimited by line 

(hyperplane) and to have a margin as big 

as possible, in SVM regression principle is 

revers, means to have vectors as much as 

near to the line (hyperplane), or to have 

vectors in a margin as narrow as possible. 

Margin size in SVM regression algorithm 

is controlled by a hyperparameter “e” as 

specified in figure 4.  

SVM regression similar like classification 

can be linear or nonlinear. Also, nonlinear 

SVM regression have similar kernel 

functions: linear, polynomial, radial basis 

and sigmoid [10] 

 

3 Example Using R for SVM 

classification in photovoltaic systems. 

3.1 SVM with linear kernel 

We will use data from a logger that is 

connected to a MPPT solar controller 

which is used in photovoltaic system. 

Target is to classify “BatteryStatus" of the 

battery bank based on "BatteryVoltageV", 

"BatterySOC" parameters all collected 

from logger which record data in csv or 

xlsx format. I will give some summary 

explanations in special for code that is 

related to SVM  

First for loading necessary R libraries we 

use  

library("e1071") 

library("xlsx") 

library("dplyr") 

 

R SVM related functions are in "e1071" 

package 

to load xlsx data logger we use:  

setwd("C:/date") 

print(getwd()) 

datalog2.frame <- read.xlsx("dateS2.xlsx", 

sheetIndex = 1) 

 

For training we will use 400 records from 

476 records that are in data frame. From all 

data frame columns, we will use the 

following colomns: "BatteryVoltageV", 

"BatterySOC", "BatteryStatus". To fulfil 

those later we will use variables:  

 

strain <- sample(476, 400) 

head(strain, 5) 

coloane <- c("BatteryVoltageV", 

"BatterySOC", "BatteryStatus") 

 

Data frame named datalog2.frame contain 

all parameters recorded by logger, because 

we will use in analyze 3 parameters we 

will extract those from data frame and 

create new data frame named 

datalog3.frame.  

 

datalog3.frame <- 

data.frame(datalog2.frame$BatteryVoltage

V, datalog2.frame$BatterySOC, 

datalog2.frame$BatteryStatus) 

names(datalog3.frame)[1:3] = 

c("BatteryVoltageV", "BatterySOC", 

"BatteryStatus") 

head(datalog3.frame, 1) 

 

For training we will we will create a new 

data frame named datalog3_train.frame it 

contain 400 records. 

 

datalog3_train.frame <- 

datalog3.frame[strain, coloane] 

 

For test we will use the remaining 76 

records from 476  

stest <- datalog3.frame[-strain, coloane] 

head(stest, 2) 

 

To create SVM model we will use [12], 

[13], [14], [15] 

mysvmlearn <- svm(BatteryStatus ~ ., data 

= datalog3_train.frame, kernel = "linear", 

cost = 0.1, scale = FALSE) 

 

To plot classification, we will use [12], 

[13], [14], [15]:  

plot(mysvmlearn, datalog3_train.frame[, 

coloane]) 
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Fig. 5. Run SVM for classification 

 

Based on [11], [12] when build model and 

use SVM function in R an important 

parameter is the cost. Cost parameter 

control margins and training errors. If cost 

is small this can generate big margins and 

make SVM susceptible to errors, revers if 

cost is big errors are less and margins are 

small.  

 

  
                    Fig. 6. Plot for cost=0.3                                    Fig. 7. Plot for cost=0.2   

 

datatuned <- tune(svm, BatteryStatus ~ ., 

data = datalog3_train.frame, kernel = 

"linear", ranges = list(cost = c(0.001, 0.01, 

0.1, 0.2, 0.3, 0.5, 1, 5, 10, 50, 100))) 

summary(datatuned) 

 

This will show:  

> summary(datatuned) 

Parameter tuning of ‘svm’: 

- sampling method: 10-fold cross 

validation  

- best parameters: 

 cost 

 0.01 
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- best performance: 0.1128846  

- Detailed performance results: 

    cost     error dispersion 

1  1e-03 0.2205128 0.06417731 

2  1e-02 0.1128846 0.05589104 

3  1e-01 0.1453205 0.04362853 

4  2e-01 0.1528846 0.04157534 

5  3e-01 0.1503846 0.04084294 

6  5e-01 0.1478846 0.03814453 

7  1e+00 0.1478846 0.03814453 

8  5e+00 0.1528846 0.04321340 

9  1e+01 0.1453205 0.04200667 

10 5e+01 0.1428205 0.04404488 

11 1e+02 0.1353205 0.04434103 

 

We see the best performance is considered 

for cost=0.01, it has smallest error. 

However, we see also that for bigger cost 

like 50, 100 error decrease and also 

dispersion decrease, it means that tune 

function should be run repeatedly for other 

ranges that include this trend.  

 

 
Fig. 8. Plot for cost=100 

 

It is interesting to observe that for 

cost=100 not only that error and dispersion 

decrease but also classification is more 

appropriate by reality, means it show 

normal area to be area where 

BateryVoltageV is higher, which is good.  

 

To predict we will use with predict 

function generated model SVM data frame, 

named mysvmlearn, and test data:  

 

 predict.frame <- predict(mysvmlearn, 

stest, type = "class") 

 

To display standard confusion matrix, we 

will use  

 

> table(stest[, 1], predict.frame)      

  predict.frame 

        Normal Overdischarge Undervoltage 

  22.24      0             0            1 

  22.74      0             0            1 

  22.85      0             0            1 

  22.87      0             0            1 

  22.9        0             0            1 

  22.91      0             0            1 

  23           0             1            1 

  23.04      0             0            1 

  23.05      0             0            1 

  23.12      0             0            1 

  23.17      0             0            1 

  23.25      0             0            1 

  23.26      0             0            1 

  23.73      0             1            0 

……….lines omitted …….. 

  28.33      1             0            0 

  28.34      1             0            0 

  28.51      1             0            0 

  28.85      3             0            0 

> 
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The interpretation of confusion matrix in 

this case is smoothly. 

For example, first line  

22.24      0             0            1 

There is 1 record that is classified to be 

Undervoltage, this seems ok like 

interpretation  

 

For line  

28.34      1             0            0 

It means there is 1 record that is classified 

to be Normal, this also seems ok.  

 

3.2. SVM with polynomial kernel 

We will use SVM with polynomial kernel, 

in the same time with model build we will 

run tune function to get best parameters for 

model. Commands are:  

polinomtune = tune.svm(BatteryStatus ~ ., 

data=datalog3_train.frame, 

kernel="polynomial", degree=c(3,4,5), 

coef0=c(0.1,0.5,1,2,3,4)) 

> summary(polinomtune) 

 

Response is:  

Parameter tuning of ‘svm’: 

- sampling method: 10-fold cross 

validation  

- best parameters: 

 degree coef0 

      3   0.5 

- best performance: 0.09525641  

 

- Detailed performance results: 

   degree coef0      error dispersion 

1       3   0.1 0.09782051 0.03455756 

2       4   0.1 0.10544872 0.04612342 

3       5   0.1 0.10044872 0.04647723 

4       3   0.5 0.09525641 0.03296725 

5       4   0.5 0.09782051 0.04183038 

6       5   0.5 0.09794872 0.04862114 

7       3   1.0 0.10794872 0.04495231 

8       4   1.0 0.09532051 0.03901788 

9       5   1.0 0.10294872 0.04562073 

10      3   2.0 0.10282051 0.04009153 

11      4   2.0 0.10532051 0.03892650 

12      5   2.0 0.10544872 0.04612342 

13      3   3.0 0.10532051 0.03709964 

14      4   3.0 0.10532051 0.03892650 

15      5   3.0 0.10288462 0.04208615 

16      3   4.0 0.10532051 0.03709964 

17      4   4.0 0.10538462 0.04097352 

18      5   4.0 0.10294872 0.04246732 

 

 

The best parameters for model are 

degree=3 and coef0=0.5 

Running model for degree=3 and 

coef0=0.5 and representing graphic we 

have : 

 

dataframePolinom=svm(BatteryStatus ~ ., 

data=datalog3_train.frame, 

kernel="polynomial", degree=3, 

coef0=0.5) 

plot(dataframePolinom, 

datalog3_train.frame[, coloane]) 

 

 
Fig. 9. SVM run with polynomial kernel 
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4 Conclusions 

SVM was used in current example for a 

photovoltaic system to classify data related 

to battery banc, results obtained are 

verified in practice, we saw for example in 

the interpretation of confusion matrix for 

SVM with polynomial kernel that results 

match battery voltage and status from real 

life.  

Also, SVM classification either linear or 

polynomial kernel, need tuning to detect 

best parameters that assure for model a 

good accuracy. In practice it can be 

necessary even to run tune function with 

many range of parameters such as to fine a 

combination of parameters that a re 

suitable for use case.  

SVM classification results offer good 

graphical results that can be used in 

practice, graphs can be used to monitor 

systems in time. For example, from figure 

7 can be created for data sets for very week 

and those can be compared, in this way we 

have information if something changes in 

system related to this component. 

Referring to this in [16] is specified that 

monitoring system by comparing graphs 

this is one of the best recommendation  
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The purpose of this article is to demonstrate that the e-business domain needs from today, 

have helped in the apparition of a semantic database, which is more reliable for business 

purpose. It is already a fact that we live in a digital era where society needs a more usable 

and accessible web environment. Looking back, we can see that the emergence of the World 

Wide Web in 1989 had a constructive effect on society. As the world is on a continuous 

change and the volume of data which became available on-line is increasing over time, there 

has been a need to introduce semantic technologies, which will make the web domain more 

efficient. The Internet aspect and semantic technology have helped to publish online all the 

information contained by an e-business, making it accessible from all over the world without 

limitation barriers. 
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Introduction 

If we look in the past, we can see that 

the emergence of the World Wide Web 

has had a constructive effect on our 

society. Numerous facilities, activities, 

which until recently were considered 

traditional, are now available in the web 

with the help of the current semantic 

technology. Today, we can automate and 

facilitate the exchange of information 

between people without much effort. 

Before the appearance of semantic 

technologies or even the World Wide 

Web, the e-business concept was already 

a part of our lives. Everyone was making 

business as a part of everyday leaving, 

but in the traditional way.  

The appearance of the internet and 

semantic technology, helped in 

publishing online all the information an 

e-business have and make it accessible 

from all over the world, breaking the 

limitation barrier.  

We can easily see that the semantic web 

is like an addition to today's World Wide 

Web and helps people to distribute 

content without any boundaries from 

websites or applications. From all the 

numerously mentions of semantic web 

we can highlight the following descriptions: 

‘the Semantic Web is an extension of the 

existing World Wide Web. It provides a 

standardized way of expressing the 

relationships between web pages, to allow 

machines to understand the meaning of 

hyperlinked information.'[1]  

The semantic web was the one which initiate 

the creation of semantic technologies, along 

with all its languages and the related 

applications. In our days, the idea of 

semantic technology has greatly spread, 

being successfully adopted, both nationally 

and globally. 

Along with all mentioned semantic qualities, 

we must find a way to sustain the relation 

between information in a business. The 

constant growth of web environment 

demands a necessity for new services and 

used methods that satisfy the user modern 

needs. 

 

2 The components of semantic 

technologies 

The semantic technologies are based on 

more than 10 years of researches and are 

like an extension for web service, along with 

all its improvements. With the help of 

semantic technologies, the static web is 

1 
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evolving to a much friendly user 

perspective. 

The word 'semantics', derived from 

Greek, is the meaning and signification of 

some notions. The field of semantics is 

very complex and abstract, linking 

knowledge and implementation. Thus, 

when it comes to semantic technologies, 

we refer to a suite of languages, 

accumulated in a single work area that 

facilitates the integration of business in 

the web. 

The first mention of semantic 

technologies was in 2001, in an article by 

Tim Berners-Lee, who stated that 

‘semantically the web is not a separate 

web, but an extension of the current one, 

where the information is well defined and 

allows for better cooperation between 

people and computers. ‘[2] 

As far as we know, semantic technologies 

offer us 'a new approach to managing 

information and processes, the 

fundamental principle of which is the 

creation and use of semantic meta-data'. 

[3] 

What we should know about semantic 

technologies is that they simplify the 

relations and the communication between 

the programs. The semantic technologies 

help in connecting all the data, has a 

better integration in the systems, the 

implementation is much easier and 

understandable. 

According to an article [4] from 

Economic Informatics magazine, no. 3 

(35)/ 2005, written by Sabin Corneliu 

Buraga, the 'architecture of semantic web 

is a functional one, because the 

constitution of the specification is based 

on its incremental some languages, 

starting from the lower level (ie the 

metadata) and reaching higher levels (eg, 

logic level ).' 

From the following figure we can see that 

the most useful and important semantic 

technologies in the web environment are 

eXtensible Markup Language (XML) and 

Resource Description Framework (RDF), 

but also there can be mentioned the 

followings: SPARQL(Simple Protocol and 

RDF Query Language), OWL (Web 

Ontology Language), RDFa (Resource 

Description Framework attributes), JSON-

LD (JavaScript Object Notation for Linked 

Data), SKOS (Simple Knowledge 

Organization Syatem), RDFS (Resource 

Description Framework), GRDDL 

(Gleaning Resource Descriptions from 

Dialects of Languages), HTML (Hyper Text 

Markup Language), CSS (Cascading Style 

Sheets), HTTP (Hypertext Transfer 

Protocol).[5]  

 

 
Figure 1. The components of semantic 

technologies[5] 

 

All of the mentioned languages are a part of 

semantic technologies and which facilitates 

the relationship between data and sharing 

across applications.  

The architecture of the web is based on 

combination of those and the main facility is 

that the content of a page is easily updated 

or changed without the necessity of 

changing the main schema. 

They have the role to improve existing web, 

not by making a change, but by keeping the 

initial content and adding useful information 

in the web structure.  

With the use of semantic technology, the old 

way of organizing information and 

important data is simpler. The web 

environment has evolved from static way of 

listing information, to a more interactive and 

user-friendly way. Also, according to Tim 

Berners Lee, 'the web was designed as an 

information space, with the goal that it 

should be useful not only for human-human 
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communication, but also that machines 

would be able to participate and help.'[6] 

We cannot mention the technologies used 

by the semantic web without reference to 

the pyramid created in 2000 by Tim 

Berners-Lee.  

 

 
Figure 2. The pyramid of semantic 

technologies [7] 
 

It details the protocols and challenges 

behind the emergence of the semantic 

web, as we can see in the following 

figure. 

At the syntactic level, XML (eXtensible 

Markup Language) is used. It allows 

structured web content, accessibility to 

information is easier due to the way data 

is stored. XML is very widespread in the 

web domain and is often used to transfer 

data over the web. 

The simplest example of using XML is 

the presence on the web of a service 

provider who offers their services 

through the internet and wants to be 

contacted by potential customers. 

The next element in the pyramid is the 

Resource Description Framework (RDF), 

which appeared in the continuation of 

XML, to represent metadata in the World 

Wide Web. Data from the semantic web 

uses RDF to store the data of a web page 

modification, content and author details. 

RDF, used together with XML, has the 

role of improving the existing web, not 

by modifying it, but by adding useful 

information to the structure of the already 

existing web, being some of the most 

used semantic technologies. 

 

 
Figura 3. RDF syntax example [8] 

 

The other languages listed: OWL, RDFa, 

RDFS, etc., are specially designed to help 

develop complex and rich information sites 

as well as the relationships between data. 

The components of the listed semantic 

technologies are used to implement and 

design applications that serve an e-business. 

In the article 'Considerations on the Use of 

Semantic Web Technologies in the Context 

of e-Business Applications' [4] written by 

Dr. Sabin-Corneliu Buraga, he defines the 

use of semantic technology components in 

application development and data processing 

of an e-business. 

He classifies the use of used language on 

levels, all from metadata and advancing to 

the logical level, offering numerous 

possibilities for the requirements of an 

application, as follows: 

- metadata is based on the RDF language 

‘which provides the general framework for 

expressing simple semantic statements’ [4]; 

- schemes, ‘provides the possibility of 

specifying simple ontologies to define a 

hierarchical description of concepts and 

properties’ [4]; 

- the logical level includes complex 

languages, which help to make ontologies 

for the semantic web.[4] 

 

3 Semantic technologies: where are we 

now? 

The demands of society have led to 

technological developments, which have 

helped create a more accessible and usable 

web environment. It is already a fact that we 
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live in a digital age where society needs a 

more usable and accessible web 

environment. 

Today, there is a need to introduce 

semantic technologies in all the domains, 

starting from IT, banking, business, etc., 

which will make the web domain much 

more efficient. This will simplifie the 

relationship between existing software 

products. 

Online users rely on the available offers 

found in a simple search on the internet 

for the products or services they want. 

Semantic technologies provide users with 

a search process based on product or 

service attributes that best fit their needs, 

providing relevant information in a timely 

manner. Selling online products is more 

efficient with the implementation of 

semantic technologies. 

Tim Berners-Lee claimed that the semantic 

web is ‘a new form of web content that is 

significant for computers and unleashes a 

revolution of new possibilities.’[10] 

From the following table we can see that 

semantic technologies are based on more 

than ten years of research and evolution. The 

new web 3.0 is viewed as an extension for 

the current web service, along with all the 

improvements it assigns. 

 

Table 1. Evolution of web 

Used technology 

 

Evolution of semantic technologies 

1980-1989 

- Windows and PC era 

- Some basic scripts and 

web technologies 

- FTP 

- Beginning of computer era 

1990-2000 

- World Wide Web 

- Servers 

- SQL databases 

- HTML 

- HTTP 

Web 1.0: 

- Read only web 

- Non-interactive 

- Limited web access 

- Focus on content 

- Networking 

2000-2010 

- PHP  

- JAVA 

- XML 

- FLASH 

- RDF 

- Media sharing 

- Social websites 

- Multimedia  

- Cloud computing 

Web 2.0: 

- Read and write web 

- Social software 

- User interactive content 

- Sharing knowledge 

- Interactive sites 

- Focus on user needs 

2010 – Today 

- Semantic databases 

- Semantic search 

- RDF/RDFS 

- OWL 

 

    Web 3.0: 

- ‘Intelligent web’ 

- Semantic technologies 

- Media technologies 

- Virtual reality 

- Big data 

- More dynamic 

- Information control 

- User oriented platforms 
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If we look closer in the evolution of web 

table, we can see that everything starting 

from the bases of web 1.0 and continuing 

with the evolution of the web 2.0 is 

evolving step by step. The current web 

3.0 is viewed as an extension of the other 

two, with an impressive evolution and 

adaptability among businesses. 

Web 3.0 attributes numerous 

improvements to the virtual environment 

by using semantic technologies, evolving 

in a more user-friendly way. From day to 

day, information available online 

increases as a number, which leads to 

many unstructured data and a large 

amount of information in web content. 

 

3 Semantic databases management in 

e-business 

The structured data, which we are already 

used to, will be much accessible with the 

used of relational databases. Using the 

semantics, the business information 

stored in a database can be used in many 

ways, besides simple search queries or 

storing information. 

HyperText Markup Language (HTML) is 

used to build a website to ensure 

information creation and structuring. This 

language has been used since the 

emergence of the web domain, but it is 

static and provides only a way to present 

the information. It is very widespread, 

being used in most web pages due to 

browser compatibility and reduced 

integration complexity. ‘Many sites are 

generated from structured data, which is 

often stored in databases. When this data 

is formatted into HTML, it becomes very 

difficult to recover the original structured 

data. Many applications, especially 

search engines, can benefit greatly from 

direct access to this structured data’[11] 

One of the big challenge from our days is 

the need to share and manage the volume 

of data stored in an e-business. For this, 

the database should have a semantic 

approach and make use of 

SPARQL(Simple Protocol and RDF 

Query Language), OWL (Web Ontology 

Language), OIL (Ontology Inference Layer) 

and RDF (Resource Description 

Framework) atributes. 

For recording data, the databases are using 

RDF, which has a graph-based model and 

for describing the relations attributes and 

creating a set of values, the OWL language 

is used. 

Today the basic architecture for semantic 

web is easy to understand, as we can see 

from the following figure, ‘the concepts of 

ontology and of rules are the basis of the 

data integration’.[12] 

 

 
Figure 4. Basic semantic web architecture 

[12] 

 

The difference between the usual databases 

and the semantic ones can be seen from the 

use of semantic query language SPARQL. 

According to [13], ‘semantics is a data 

model that focuses on relationships, which 

adds contextual meaning around the data so 

it can be better understood, searched and 

shared. By using semantics, leading 

organizations are integrating their data faster 

and easier and building smarter applications 

with richer analytic capabilities.’[13] 

To understand better the use of semantic 

databases in an e-business domain, I have 

created the following structure, which is an 

overview of all the important factors which 

are making use of semantics. The schema 

describes references and also the 

relationships between them. A database 

should always correlate values with the 

specific references. 
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Fig 5. Semantic databases overview 

 

A user will make a simple query, related 

to his needs, in the interface and expects 

relevant results. Between the e-business 

interface and the databases, there must be 

a SQL query, but as we use the semantic 

databases, we must use also a semantic 

search query language, which is 

SPARQL. 

According to article Database-to-

Ontology Mapping Generation for 

Semantic Interoperability, ’when an 

SPARQL query is received by a data 

provider service, it is  translated  to  an  

SQL query using  the  mappings  between  

the database and the local ontology. The 

SQL query is executed in the database 

and its result is encapsulated as an 

SPARQL response and returned to the 

query web service. The query web 

service then collects  the  responses  

returned  from  data  provider services  

and recomposes them in one coherent 

response which will be sent to  the 

visualization web service.’[14] 

If a database is based on semantic 

relational data and is making use of 

ontologies, this kind of query can extract 

more information from a database, than 

the one based only on simple SQL 

language. 

Also, ‘when a query is submitted to the 

system, it is analyzed by this service and 

decomposed into a set of modular queries 

s. Then using the mapping directory in the 

knowledge base, the query web  

service redirects the single queries to the 

suitable data provider services.’[14] 

The old way of organizing data and 

information becomes more advanced with 

the use of semantic technologies 

We can say that ‘by exposing the semantics 

of the data, machines can then utilize the 

information in more interesting ways than 

just storing it or displaying it.’ [11] 

 

4 The advantages of using semantic 

databases 

Is well known that semantic database 

technologies deliver a lot of benefits, that 

businesses of all types should be making use 

of.  

At high level, semantic databases offer five 

main benefits[15]:  

- they work with your existing 

relational databases; 

- they align with Web technologies; 

- their underlying technology speeds 

integration of multiple databases; 

- they're based on data structures that 

are flexible by design; 

- they can help enterprises big data 

challenges. 

A business model is constantly changing due 

to the dynamic environment of the business 

market. When the market changes and the 

business model has to adapt to maintain the 

viability of the company and, of course, the 

level of profit. 

Using semantic technologies in existing 

business models, customers can access the 

information they need for products or 

services more quickly, purchase products, 

pay online, etc. 

  By integrating semantic databases into the 

chosen business model, companies can have 

a broader view of the products or services 

they offer. 

‘By preserving semantic structure, we can 

query the database at different levels of 

semantic meaning, from very specific to 



44  Semantic databases: a smart perspective for today innovation in e-business 

 

very general. When we query the 

database, we don’t just get back a list of 

records – we get back fully “rehydrated” 

semantic types’. [11] 

 

5 Example of business which are 

making use of semantic technologies 

Semantic technologies are scalable, 

leading to application in all areas of an e-

business. Analyzing the current state of 

use of semantic technologies in e-

business, one can notice that large 

software companies such as IBM, Oracle, 

Microsoft have already begun to 

introduce semantic technology into their 

platforms. 

The article 'Advanced Technologies in e-

Tourism' [16] highlights the application 

of semantic technologies in e-tourism. 

This branch of e-business is the ideal 

environment for application of semantic 

technologies, due to the dynamic 

information that must be contained: 

maps, tourist routes, accommodation and 

transport information, etc. 

By integrating web technologies, a better 

search of information, better promotion 

of tourist packages and services is made. 

Typically, tourists search for vast 

information without a well-defined 

context, so semantic technologies filter 

information as useful as possible, 

providing relevant information. The 

application of semantic technologies in e-

tourism is constantly developing due to 

the diverse level of information. 

Another model of use of semantic 

technologies would be in the field of e-

learning. The way of learning has 

evolved considerably, anyone can access 

the data needed to learn from anywhere 

and from any mobile device. In the article 

‘Evolution of eLearning based on web 

3.0 and semantic technologies’ [17], it is 

emphasized that the semantic web 

revolutionized the learning environment, 

access to education being quick and 

diversified, depending on the needs of 

users. The e-learning field has evolved 

with the help of semantic technologies 

from the static to interactive stage, now 

including various services, such as 

downloading course documents, uploading 

projects, interactive tutorials, evaluating 

online knowledge, etc. 

Another example of using semantic 

technologies is the supercomputer created 

by IBM, called Watson, ‘combining 

artificial intelligence and sophisticated 

analysis software for optimal performance 

as a machine for answering questions.’ [18] 

 

 

Figure 6 – Watson architecture[18] 
 

With the help of semantic technologies, in 

combination with today's large data volume, 

Watson has access to an impressive amount 

of information and develops methods to 

‘structure search based on ontological 

relationships.’ [18] 

There are lots of systems that use semantic 

technologies as a way of searching, but the 

Watson concept is different. We can say 

that, ‘Watson is the only tool that provides 

the required level of service, for applications 

to dynamically exploit web semantic data.’ 

[19] 

The Watson architecture helps to gather 

semantic content available on the web, 

analyze it in detail, and find ways to easily 

access the data found. 

A more recent integration of semantic 

technologies would be in cloud computing, 

according to the article ‘Semantic 

Technologies for Enterprise Cloud 

Managemen’ [20]. The cloud service 

appeared with Web 3.0 and is the way that 

the storage space has moved into the web. It 
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works like an internet computer and 

provides the ability to access information 

stored anytime and anywhere. Large 

software companies have entered the 

business market with data storage 

capabilities on virtual servers. 

 

6 Conclusions 

In my opinion, the e-business domain is 

about the strategy of a business and the 

improving the efficiency with the use of 

semantic technologies. Implementing, 

adding or changing something in e-

business is easy with semantic 

technologies. All the e-business 

components combined with a web 

interface, results a very strong and 

sustainable company, improving the hole 

business process.  

The semantic technologies can shape the 

virtual space and make it more affordable 

and reachable for e -business domain. 

The world is evolving along with the 

semantic technologies and the e-business 

domain gets all the advantages and 

benefits from implementing all the 

technology in the needed tools. 

The semantic technologies offer better 

interoperability of information and better 

integration, once it is used in e-business 

domain. 

The internet aspect and semantic 

technology have helped to publish online 

all the information of an e-business, 

making it accessible from all over the 

world without limitation barriers. 

More and more companies adopt global 

semantic technology, to capitalize on the 

opportunities it offers. At the local level, 

e-business offers small business 

development opportunities and semantic 

technologies are being implemented. 

The importance of this article is amplified 

by the use of semantic technologies in the 

databases used in an e-business. 

Thanks to semantic technologies, we can 

see that the e-business field takes full 

advantage of all the advantages offered 

by the web. 

Once a business is online, it is much easier 

to promote its interests and brings a wealth 

of benefits to the company. 

Semantic databases are successfully adopted 

and represent an important part of business 

models, participating sustainably in their 

development and integration. 

By using the databases described above, we 

obtain an appropriate basis for tools that 

enable understanding, sharing and 

communicating, changing, measuring, and 

simulating business models. 
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The power management system targets three major sectors: energy production, market 

trading and energy consumption. Energy consumption management is based on optimization 

models and methods that are implemented with actual system data. In order to identify these 

methods we have analyzed a series of related papers on optimizing energy consumption.  

As a result, in this paper, we present the improvements that we made on the data model for 

electricity consumption approach from SMARTRADE project. 
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Introduction 

The management of electricity 

consumption implies making the right 

decisions for energy consumption 

optimization in the context of demand-

management mechanisms. All 

consumption optimization models and 

methods use industry-specific data. In this 

context, an important role in the 

management of electricity consumption 

has its way of organizing the data. It is 

very important that the data model contain 

accurate, consistent, relevant data, real-

time links and fast access to real-time 

decisions. 

 

2. Related works on energy consumption 

optimization 

Energy consumption management is based 

on optimization models and methods that 

are implemented with actual system data. 

In order to identify these methods we have 

analyzed a series of related papers on 

optimizing energy consumption. 

In the paper [1], the authors present an 

analysis of models and methods for energy 

consumption optimization for residential 

users in the context of demand-

management mechanisms, which are used 

to reduce peak demand or to avoid 

emergency cases. 

In the paper [2] the authors make a review 

of various concerns about optimization 

methods and highlight the fact that since 

the creation of a renewable energy 

structure entails very high costs in terms of 

design and long-term planning of energy 

systems, it is very important to be able to 

select the best alternative between different 

renewable energy systems.  

An important issue is the planning of 

renewable energy systems at Community 

level, which consists in formulating local 

energy consumption policies, developing 

energy resource and energy allocation 

patterns, economic development and 

energy structure as well as analyzing the 

interactions between economic cost and 

safety in power supply.  

In order to obtain solutions to ensure the 

allocation of energy resources / services 

and the expansion of the desired capacities, 

the minimum system cost, maximum 

system reliability and maximized energy 

security, some authors have opted for the 

application of interval linear programming, 

chance-constrained programming, and 

mixed integer-linear programming.   

The paper [3] presents a non-linear 

programming model developed for a 

typical factory, which presents the optimal 

values and times for the electrical energy 
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consumption based on doing activities and 

operations in factory.  

In [4] it is developed a distributed 

optimization method by which they 

calculate optimal consumption levels in an 

iterative manner and the intermediate 

results obtained are used by smart meters 

to calculate probability distributions of 

start times for tasks. Using these 

distributions, smart meters can quickly 

plan their tasks. 

The article [5] analyzes the minimization 

of power consumption in wireless systems 

where nodes operate on battery and [6] 

makes a review on optimization modeling 

of energy, as Deterministic Optimization 

Modeling, Inexact Optimization Modeling, 

Model-Based Decision Support Tools. 

The studies [7], [8] and [10] propose multi-

objective optimization methods for 

developing energy systems using primary 

energy consumption and initial cost. [9] 

proposes a long-term dynamic multi-

objective planning model for distribution 

network expansion along with distributed 

energy options which, using an immune 

genetic algorithm-based (I-GA) algorithm, 

optimizes costs and emissions by 

determining the optimal schemes of sizing, 

placement and dynamics of investments on 

distributed generation units and network 

reinforcements over the planning period. 

The paper [11] analyzes and synthesizes 

energy-optimization methods using either 

cloud-based video surveillance systems or 

video surveillance systems in general. The 

paper highlights the limitations of the 

application of the methods in the cloud 

video surveillance system due to the 

architecture and the energy consumption 

characteristics of the system.  

In the dissertation thesis [12], the author 

develops a method to minimize the energy 

consumption of production equipment 

using a mathematical model for multi-

objective problems on single or parallel 

machines, to minimize energy 

consumption in production planning. The 

method uses a genetic algorithm, greedy 

randomized adaptive search procedure and 

meta-heuristic hybrid approaches to obtain 

sets of reasonable approximate solutions in 

reasonable time used in decision-making 

on production planning. 

 

3. Electricity management system 

architecture 

The power management system targets 

three major sectors: energy production, 

market trading and energy consumption. 

The informatics prototype will be 

developed in a modular manner in order to 

support a flexible and scalable 

implementation. Thus, the proposed 

models (Figure 1) are: 

• Electricity Consumption (EL) that aims 

to provide a demand response solution 

with load forecast (LF), load profiles 

(LP) and load optimization (LO) 

models; 

• Electricity Generation (GEN) that aims 

to increase the actual forecasting 

accuracy through generation forecast 

(GF) model and also to provide a better 

generation management through 

generation optimization (GO) model; 

• Market Trading (MT) will implement 

market trading models (MTM) and 

simulations (MS) to provide a decision 

support system for market trading 

activities; 

• Analytics & BI (ABI) aims to provide a 

friendly, interactive and flexible 

interface for analysing the Key 

Performance Indicators (KPI) by 

accessing a web portal with reports, 

charts and dashboards. 
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Fig. 1. Electricity management system 

 

We designed the systems’ architecture 

based on three levels: data, models and 

interfaces. The complete architecture is 

represented in Figure 2 
 

 
Fig. 2. SMARTRADE proposed architecture  



Database Systems Journal, vol. IX/2018  51 

 

 

 

4. Identifying data and their 

relationships in the electricity 

consumption management system 

The data model involves identifying data 

collections, establishing relationships, 

identifying attributes, and integrity 

constraints. 

In order to develop the database schema 

for each module, we design the activity 

diagrams (Figures 3-6) and also revised the 

data models to support the forecasting and 

optimization models. 

The main activities identified in the 

electricity consumption model are as 

follows: 

• CO: The main actors, consumer and 

supplier, will negotiate consumption 

and generation on the place of 

consumption. The consumer accepts 

tariffs and it is signed the contract. 

Using the configuration from the place 

of consumption, the supplier install / 

configure Meters & Sensors; 

• LP: Based on the consumer data, the 

supplier will select the profiles and the 

algorithm used; 

• LF: Using weather data and historical 

consumption the supplier will 

configure the forecast parameters and 

will select and apply the algorithm. 

Based on the comparison of the 

predicted values with actual values, the 

supplier will send real consumption to 

the BRP (Balance Responsible Party); 

• LO: The supplier configures 

optimization parameters, which will 

lead to the optimization results that 

need to be viewed or adjusted. As a 

result, the consumer will access and 

implement the optimized consumption 

program in order to minimize the costs. 

 

 

Fig. 3. Activity diagram for Load Profiles (LP) 

 

The activities flow for the Load Profiles is 

detailed in the above figure and consists in 

the following activities: 

1. View & analyze consumer data 

2. Select number of profiles & period & 

algorithm 

3. View & analyze profiles 

4. Send (update) place of consumption 

5. View own profile 
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Fig. 4. Activity diagram for Load Optimization (LO) 

 

The activities flow for the Load 

Optimization is detailed in the above 

figure and consists in the following 

activities: 

1. Configures optimization parameters 

2. View / Adjust optimization results 

3. Sends optimized program 

4. Establish & send device  hour schedule 

& restrictions & dependencies 

5. View costs before optimization 

6. Access & implement the optimized 

program 

7. View costs after optimization 

 

 
Fig. 5. Activity diagram for Load Forecast (LF) 

 

The activities flow for the Load Forecast 

is detailed in the above figure and consists 

in the following activities: 

1. View weather data & historical 

consumption 

2. Configure the forecast parameters 
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3. Algorithm selection (ARIMA. ANN) 

4. Compare predicted values with realized 

5. Sends real consumption & evaluation 

6. Send forecast 

7. View forecast consumption  

8. View real consumption  

 

 
Fig. 6. Activity diagram for Contracting (CO) 

 

The activities flow for the Contracting & 

Set Up is detailed in the above figure and 

consists in the following activities: 

1. Negotiate consumption & generation 

on the place of consumption 

2. Accept tariffs & Contracting  

3. Configure place of  consumption 

4. View Configuration 

5. Install / Configure Meters & Sensors 

6. Device Configuration 

7. Configuration Operating Steps 

 

5. Database schema for Electricity 

Consumption module 

First stage of the data model was detailed 

in [13] and contains tables initially 

identified following the system analysis.  

In the current stage, we have refined the 

database, adding new tables or improving 

the existing ones.  

The new tables included in the database 

are the following: 

• T_WEATHER_STATIONS 

• T_WEATHER_READINGS 

• T_APPLIANCE_OPTIM 

• T_APPLIANCE_SCHEDULE 

• T_APPLIANCE_OPER_STEP 

• T_SENSORS 

• T_GATEWAY 

Improved EL database schema is 

represented in the Figure 7. 
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Fig. 7. Refined database schema 
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6. Conclusions and future works 

In this paper, we have analyzed a series of 

related papers on optimizing energy 

consumption and we have proposed some 

improvements for the electricity 

consumption data model.  
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The Internet of Things (IoT) pervades any device that has or that can be upgraded with an 

Internet connection capability. IoT has become a key concept linking uniquely identifiable 

things to their virtual representations over the Internet. Currently, this approach has spread 

widely throughout most of areas, enterprises or groups of people, on the thriving express lane 

provided by IPv6 protocol. This newer version of IP has more than enough addresses, about 

3.4×1038 addresses to serve all IP networking needs for the foreseeable future when more 

than twenty-four billion smart things will be connected by 2020. As we move from www (static 

pages web) to web2 (social networking web) to web3 (ubiquitous computing web), the need 

for data-on-demand using sophisticated intuitive queries increases significantly. 

Keywords: Internet of Things, Wireless Sensor Networks, ubiquitous sensing, open 

innovation, pervasive information, smart things, smart environments, business model 

innovation 

 

 

Introduction 

The Internet of Things (IoT) 

architecture arouses the premises of an 

organic approach that extends the actual 

extreme frontier in Internet 

communications. 

As identified by Atzori [1], Internet of 

Things can be realized in three paradigms – 

internet-oriented (middleware), things 

oriented (sensors) and semantic-oriented 

(knowledge).  

Although this type of delineation is 

required due to the interdisciplinary nature 

of the subject, the usefulness of IoT can be 

unleashed only in an application domain 

where the three paradigms intersect. 

According to the experts, this next 

revolution in digital technology is a global, 

immersive, pervasive, ambient networked 

computing environment built through the 

continued proliferation of smart sensors, 

cameras, software, databases, and massive 

data centres in a world-spanning 

information fabric known as the Internet of 

Things.  

At present, we illustrated in Fig. 1. that IoT 

creates a connectivity [2] between six 

elements:  

 

 
Fig. 1. Connectivity of IoT 

 

• Anything, any device that we already 

use (desktops, notebooks, tablets, 

smartphones), devices using 

connectivity in new ways (household 

appliances like smart TVs or smart 

sensors and actuators), devices 
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previously inactive, but now 

intelligent (smart bulbs, watches or 

vehicles) or completely new devices 

(virtual reality headsets and other 

gadgets); 

• Anytime, any context enables the 

real-time computing, monitoring, 

control and continuous optimization 

of even a large number of devices, 

easily, from a single centralized 

control point; moreover, the 

computing capability of the device 

enables all kinds of logic to be 

written and executed: if, then, and, 

or, else, nor, and so on depending on 

self or other devices; 

• Anywhere, any place the remote 

devices are situated, they all point 

towards their manufacturer/owner 

who is updated at certain intervals or 

real-time data or parameters settings 

that he is designed to provide; 

• Any network, any path the IoT device 

can connect to a gateway using any 

communication method like 

GPRS/2G/3G/4G, Bluetooth, ZigBee, 

Serial/USB, Ethernet, VPN, Wi-Fi 

access point, MQTT etc.; because the 

vast majority of IoT end devices are 

engineered to operate independently 

of network connectivity, individual 

data messages are completely 

uncritical; 

• Any service, any business process can 

be exposed and called to retrieve 

information or to activate a certain 

action; moreover, IoT is more than a 

business tool for managing business 

processes more efficiently and more 

effectively – it also enables a more 

convenient way of life [3]; 

• Anybody, anyone who is interested or 

has access to the device or service. 

‘Things’ are active participants in business, 

information and social processes where 

they are enabled to interact and 

communicate among themselves and with 

the environment by exchanging data and 

information sensed about the environment, 

while reacting autonomously to the 

real/physical world events and influencing 

it by running processes that trigger actions 

and create services with or without direct 

human intervention. 

The popularity of different paradigms 

varies with time. The web search 

popularity, as measured by the Google 

search trends during the last 14 years for 

the terms Internet of Things, Wireless 

Sensor Networks and Ubiquitous 

Computing are shown in Fig. 2. [4].  

 

 
Fig. 2. Google search trends since 2004:  

■ Internet of Things, ■ Wireless Sensor Networks, ■ Ubiquitous Computing. 
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As it can be seen, since IoT has come into 

existence, search volume is consistently 

increasing with the falling trend for 

Wireless Sensor Networks. Between 

August 2009 and August 2013, the 

concurrence terms Internet of Things and 

Wireless Sensor Networks is tight, but 

ascending trend of IoT continues for the 

next years as other enabling technologies 

converge to form a genuine Internet of 

Things.  

Internet of Things has started gaining 

popularity and overpassed Wireless Sensor 

Networks and Ubiquitous Computing since 

August 2013. In fact, this reflects the social 

acceptability of the technology as 

consumers look for more data about 

various topics of interest. 

IoT involves the integration of various 

technologies and domain knowledge across 

industries. Without cross-industry 

collaboration, the development of IoT 

applications will be limited in its scope and 

reach [5]. Therefore, breaking through the 

limitations and stalled situation requires an 

open collaborative approach whereby 

people together could innovate through the 

power of open innovation, promoting self-

development and seeding the growth of 

IoT implementation 

One of the most popular industry models 

for IoT implementation today is to 

combine cloud computing and big data 

analytics technology to develop 

application-specific solutions. 

 

2 Communication requirements 

Anything can be an IoT device if it can 

send or receive data from the cloud and is 

designed to process a unique task using 

cloud recommendations.  

IoT grants “smart objects” to be active 

participants in business, information and 

social processes where they are enabled to 

interact and communicate among 

themselves and with the environment by 

exchanging data and information “sensed” 

from the environment, while reacting 

autonomously to the “real world” events 

and influencing it by running processes 

that trigger actions and create services with 

or without direct human intervention. 

Ubiquitous services enable interaction with 

these “smart things” using standard 

interfaces that provide the necessary link 

via the Internet, to query and change their 

state and retrieve any pervasive 

information associated with them, taking 

into account security and privacy issues. 

The architecture of the original Internet 

was created long before communicating 

with billions of very simple devices such 

as sensors and appliances was ever 

envisioned.  

The present explosion of these much 

simpler devices creates tremendous 

challenges for the current networking 

paradigm in terms of the number of 

devices, unprecedented demands for low-

cost connectivity, and the impossibility of 

managing remote and diverse equipment. 

From a high-level perspective, there are 

three IoT components [6] which enables 

seamless ubicomp:  

1. Hardware - made up of sensors, 

actuators, and embedded communication 

hardware  

2. Middleware – on-demand storage 

and computing tools for data analytics and  

3. Presentation - novel easy to 

understand visualization and interpretation 

tools which can be widely accessed on 

different platforms and which can be 

designed for different applications [7]. 

A radical evolution of the current Internet 

into a Network of interconnected objects 

that not only harvests information from the 

environment (sensing) and interacts with 

the physical world (actuation/ 

command/control) but also uses existing 

Internet standards to provide services for 

information transfer, analytics, applications 

and communications.  

Fueled by the prevalence of devices 

enabled by open wireless technology such 

as Bluetooth, radio frequency identification 

(RFID), Wi-Fi and telephonic data services 

as well as embedded sensor and actuator 

nodes, IoT has stepped out of its infancy 

and is on the verge of transforming the 
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current static Internet into a fully 

integrated Future Internet [8]. Internet 

revolution led to the interconnection 

between people at an unprecedented scale 

and pace. The next revolution will be the 

interconnection between objects to create a 

smart environment. Only in 2011, the 

number of interconnected devices on the 

planet overtook the actual number of 

people. 

Smart connectivity with existing networks 

and context-aware computation using 

network resources is an indispensable part 

of IoT. With the growing presence of Wi-

Fi and 4G-LTE wireless Internet access, 

the evolution toward ubiquitous 

information and communication networks 

is already evident. However, for the 

Internet of Things vision to successfully 

emerge, the computing criterion will need 

to go beyond traditional mobile computing 

scenarios that use smartphones and evolve 

into connecting everyday existing objects 

and embedding intelligence into our 

environment. For technology to disappear 

from the consciousness of the user, the 

Internet of Things demands:  

1. a shared understanding of the 

situation of its users and their 

appliances,  

2. software architectures and 

pervasive communication networks 

to process and convey the 

contextual information to where it 

is relevant, and  

3. the analytics tools in the Internet of 

Things that aim for autonomous 

and smart behavior.  

With these three fundamental grounds in 

place, smart connectivity and context-

aware computation can be accomplished. 

The first direct consequence of the IoT is 

the generation of huge quantities of data, 

where every physical or virtual object 

connected to the IoT may have a digital 

twin in the cloud, which could be 

generating regular updates. 

IoT developments show that we will have 

about twenty-four billion connected 

devices by the year 2020 [9], which will 

average out to nine devices per person on 

earth and to many more per person in 

digital societies. 

 

 
Fig. 3. The results of a lossy connection  

at an endpoint 

 

Although these challenges are becoming 

evident now, they will pose a greater, more 

severe problem as this revolution 

accelerates.  

This paper aims to define a new paradigm 

for the Internet of Things to be adopted 

both by individuals and organizations; but 

first, the need of an IoT architecture much 

more organic approach compared with 

traditional networking because it 

represents an extreme frontier in 

communications.  

The scope and diversity of the devices to 

be connected are huge, and the connections 

to the edges of the network where these 

devices will be arrayed will be “low 

fidelity”: low-speed, lossy (where 

attenuation and interference may cause lost 

but generally insignificant data), and 

intermittent, as shown in Fig. 3. At the 

same time, much of the communication 

will be machine-to-machine and in tiny 

snatches of data, which is completely the 

opposite of networks such as the traditional 

Internet. 

 

3 Appearance of ubiquitous computing 
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In the late 1980s researchers tried to create 

human-to-human interface through 

technology, but their effort resulted in the 

creation of the ubiquitous computing 

discipline, whose objective is to embed 

technology into the background of 

everyday life. Currently, we are in the 

post-PC era where smartphones and other 

handheld devices are changing our 

environment by making it more interactive 

as well as informative. 

Mark Weiser, the forefather of Ubiquitous 

Computing (ubicomp), defined a smart 

environment [10] as – the physical world 

that is richly and invisibly interwoven with 

sensors, actuators, displays, and 

computational elements, embedded 

seamlessly in the everyday objects of our 

lives, and connected through a continuous 

network. 

The appearance of the Internet has marked 

a foremost milestone towards achieving 

ubicomp‘s vision which enables individual 

devices to communicate with any other 

device in the world. The inter-networking 

reveals the potential of a seemingly endless 

amount of distributed computing resources 

and storage owned by various owners. 

In contrast to Weiser’s calm computing 

approach, Rogers proposes a human-

centric ubicomp which makes use of 

human creativity in exploiting the 

environment and extending their 

capabilities [11]. He proposes a domain-

specific ubicomp solution when he says: 

“In terms of who should benefit, it is useful 

to think of how ubicomp technologies can 

be developed not for the Sal’s of the world, 

but for particular domains that can be set 

up and customized by an individual firm or 

organization, such as for agriculture 

production, environmental restoration or 

retailing.” 

Caceres and Friday [12] discuss the 

progress, opportunities, and challenges 

during the 20-year anniversary of ubicomp. 

They suggest the building blocks of 

ubicomp and the characteristics of the 

system to adapt to the changing world. 

More importantly, they identify two 

critical technologies for growing the 

ubicomp infrastructure - Cloud Computing 

and the Internet of Things. 

The advancements and convergence of 

micro-electro-mechanical systems 

(MEMS) technology, wireless 

communications, and digital electronics 

have resulted in the development of 

miniature devices having the ability to 

sense, compute and communicate 

wirelessly in short distances. These 

miniature devices called nodes 

interconnect to form a Wireless Sensor 

Networks (WSN) and find wide application 

in environmental monitoring, infrastructure 

monitoring, traffic monitoring, retail, etc. 

[13]. This has the ability to provide 

ubiquitous sensing capability which is 

critical in realizing the overall vision of 

ubicomp as outlined by Weiser [10]. 

In order to build a complete IoT vision, an 

efficient, secure, scalable and market-

oriented computing and storage resourcing 

are essential. Cloud computing [14] is the 

most recent paradigm to emerge which 

promises reliable services delivered 

through next-generation data centers that 

are based on virtualized storage 

technologies. This platform acts as a 

receiver of data from the ubiquitous 

sensors; as a computer to analyze and 

interpret the data; as well as providing the 

user with easy to understand web-based 

visualization. The ubiquitous sensing and 

processing works in the background, 

hidden from the user, and provides him 

pervasive information. 

This new integrated Sensor-Actuator-

Internet framework is the core technology 

around which a smart environment will be 

shaped: information generated will be 

shared across diverse platforms and 

applications, to develop a common 

operating picture of an open innovation 

smart environment, where control of 

certain unrestricted ‘Things’ are made 

possible. As we shifted from www (static 

pages web) to web2 (social networking 

web) to web3 (ubiquitous computing web), 

the need for data-on-demand using 
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complex intuitive queries increases. To 

take full advantage of the available Internet 

technology, there is a need to deploy large-

scale, platform-independent, wireless 

sensor network infrastructure that includes 

data management and processing, actuation 

and analytics. Cloud computing promises 

high reliability, scalability, and autonomy 

to provide ubiquitous access, dynamic 

resource discovery and composability 

required for the next-generation Internet of 

Things applications. Consumers will be 

able to choose the service level by 

changing the Quality of Service 

parameters. 

 

4 Smart environments and ‘things’ 

uniquely identification 

According to Forrester Research [15], a 

smart environment uses information and 

communications technologies to make the 

critical infrastructure components and 

services of a city’s administration, 

education, healthcare, public safety, real 

estate, transportation and utilities more 

aware, interactive and efficient. 

If we give this definition a more user-

centric approach and do not restrict it to 

any standard communication protocol, it 

will allow long-lasting applications to be 

developed and deployed using the 

available state-of-the-art protocols at any 

given point in time. 

Open standards are required to use and 

extend its functionality. It will be a huge 

network, considering that every object has 

its virtual representation. Open innovation 

clusters have a great contribution to the 

definition and development of the present 

and future versions of the Internet of 

Things. 

Therefore, in IoT scalability is required. 

The Internet of Things will need to be 

flexible enough to adapt to changing 

requirements and technological 

developments. Its development can be 

accelerated through the availability of open 

source software that allows anyone to 

implement and test new functionalities. 

Another opportunity to experiment and test 

new functionalities are living lab 

initiatives, where service providers and 

users participate in a collaborative 

environment.  

The Internet of Things requires a more 

holistic architecture that includes layering 

of standards, separation of data models and 

interfaces, provision of extension 

mechanisms, specification of data models 

and interfaces, initially in a neutral abstract 

manner (e.g., using UML), then with 

provision of specific transport bindings 

(e.g., web services) and schema bindings 

(e.g., XML). 

This holistic architecture is possible using 

open innovation to build a cloud-based 

open community environment in which 

participants with different expertise and 

vertical industry knowledge can share 

resources and leverage the different 

development tools from each other. 

Innovators could come together in the 

community and exchange innovative ideas 

and creative knowledge to effectively find 

appropriate products or solutions that fill 

the gaps of each other’s shortcomings [5]. 

A future Internet of Things has to integrate 

stakeholders who will be affected by the 

Internet of Things, such as citizens, small 

and medium enterprises, governmental 

institutions and policymakers, to meet and 

match key societal and economic needs. 

Applications that recognize and improve 

the fundamental qualities of life for users, 

businesses, society and the environment 

are needed [8]. 

Finally, it needs a sustainable 

infrastructure to provide a basis for the 

necessary investments. 

Still, one of the greatest challenges of IoT, 

critical for its success is the unique 

identification of billions of devices but also 

to control remote devices through the 

Internet. The few most critical features of 

creating a unique address are: uniqueness, 

reliability, persistence and scalability.  

Every element that is already connected 

and those that are going to be connected 

must be identified by their unique 

identification, location, and functionalities. 
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The current IPv4 may support to an extent 

where a group of cohabiting sensor devices 

can be identified geographically, but not 

individually. The Internet Mobility 

attributes in the IPV6 may alleviate some 

of the device identification problems; 

however, the heterogeneous nature of 

wireless nodes, variable data types, 

concurrent operations and the confluence 

of data from devices exacerbates the 

problem further [16]. 

Persistent network channel data traffic 

ubiquitously and. Although the TCP/IP 

takes care of this mechanism by routing in 

a more reliable and efficient way, from 

source to destination, the IoT faces a 

bottleneck at the interface between the 

gateway and wireless sensor devices. 

Furthermore, the scalability of the device 

address of the existing network must be 

sustainable. The addition of networks and 

devices must not hamper the performance 

of the network, the functioning of the 

devices, the reliability of the data over the 

network or the effective use of the devices 

from the user interface. 

To solve these issues, the Uniform 

Resource Name (URN) system is 

considered fundamental for the 

development of IoT. URN creates replicas 

of the resources that can be accessed 

through the URL. With large amounts of 

spatial data being gathered, it is often quite 

important to take advantage of the benefits 

of metadata for transferring the 

information from a database to the user via 

the Internet [17]. IPv6 also gives a very 

good option to access the resources 

uniquely and remotely. Another critical 

development in addressing is the 

development of a lightweight IPv6 that 

will enable addressing home appliances 

uniquely. 

Wireless sensor networks (considering 

them as building blocks of IoT), which run 

on a different stack compared to the 

Internet, cannot possess IPv6 stack to 

address individually and hence a subnet 

with a gateway having a URN will be 

required. With this in mind, we then need a 

layer for addressing sensor devices by the 

relevant gateway. At the subnet level, the 

URN for the sensor devices could be the 

unique IDs rather than human-friendly 

names as in the www, and a lookup table at 

the gateway to address this device. Further, 

at the node level, each sensor will have a 

URN (as numbers) for sensors to be 

addressed by the gateway [18]. The entire 

network now forms a web of connectivity 

from users (high-level) to sensors (low-

level) that is addressable (through URN), 

accessible (through URL) and controllable 

(through URC). 

 

5 Data storage and analytics 

One of the most important outcomes is the 

creation of an unprecedented amount of 

data. Storage, ownership, and expiry of the 

data become critical issues. The internet 

consumes up to 5% of the total energy 

generated today and with these types of 

demands, it is sure to go up even further. 

Machine-to-machine communications 

require minimal packaging and 

presentation overhead. For example, a 

moisture sensor in a farmer’s field may 

have only a single value to send of 

volumetric water content. It can be 

communicated in a few characters of data, 

perhaps with the addition of a 

location/identification tag. This value 

might change slowly throughout the day, 

but the frequency of meaningful updates 

will be low. Similar terse communication 

forms can be imagined for millions of 

other types of IoT sensors and devices. 

Many of these IoT devices may be simplex 

or nearly simplex in data flows, simply 

broadcasting a state or reading over and 

over while switched on without even the 

capacity to “listen” for a reply. 

This raises another aspect of the typical 

IoT message: it’s individually unimportant. 

For simple sensors and state machines, the 

variations in conditions over time may be 

small. Thus, any individual transmission 

from the majority of IoT devices is likely 

completely uncritical. These messages are 

being collected and interpreted elsewhere 



Database Systems Journal, vol. IX/2018  65 

 

in the network, and a gap in data will 

simply be ignored or extrapolated (see Fig. 

4). 

 

 
Fig. 4. Multiple identical messages may be 

received; some are discarded 

 

Even more complex devices, such as a 

remotely monitored diesel generator, 

should generate little more traffic, again in 

terse formats unintelligible to humans, but 

gathered and interpreted by other devices 

in the IoT. Overall, the meaningful amount 

of data generated from each IoT device is 

vanishingly small—nearly exactly the 

opposite of the trends seen in the 

traditional Internet. 

Today’s traditional Internet is extremely 

reliable, even if labeled “best effort.” 

Overprovisioning of bandwidth (for 

normal situations) and backbone routing 

diversity have created an expectation of 

high service levels among Internet users. 

“Cloud” architectures and the structure of 

modern business organizations are built on 

this expectation of Internet quality and 

reliability. 

But at the extreme edges of the network 

that will make up the vast statistical 

majority of the IoT, connections may often 

be intermittent and inconsistent in quality.  

Traditional protocols such as TCP/IP are 

designed to deal with lossy and 

inconsistent connections by resending data. 

Even though the data flowing to or from 

any individual IoT device may be 

exceedingly small, it will grow quite large 

in aggregate IoT traffic. The inefficiencies 

of resending vast quantities of mostly 

individually unimportant data are clearly 

an unnecessary redundancy.  

Data must be stored and used intelligently 

for smart monitoring and actuation. It is 

important to develop artificial intelligence 

algorithms which could be centralized or 

distributed based on the need. Novel fusion 

algorithms need to be developed to make 

sense of the data collected. State-of-the-art 

non-linear, temporal machine learning 

methods based on evolutionary algorithms, 

genetic algorithms, neural networks, and 

other artificial intelligence techniques are 

necessary to achieve automated decision 

making [19]. 

Visualization is critical for an IoT 

application as this allows the interaction of 

the user with the environment. With recent 

advances in touchscreen technologies, use 

of smart tablets and phones has become 

very intuitive. For an average person to 

fully benefit from the IoT revolution, 

attractive and easy to understand 

visualization has to be created. This will 

also enable policymakers to convert data 

into knowledge, which is critical in fast 

decision making. Extraction of meaningful 

information from raw data is non-trivial. 

This encompasses both event detection and 

visualization of the associated raw and 

modeled data, with information 

represented according to the needs of the 

end-user 

 

6 Enterprises 

We refer to the ‘Network of Things’ within 

a work environment as an enterprise-based 

application. Information collected from 

such networks are used only by the owners 

and the data may be released selectively. 

Environmental monitoring is the first 

common application which is implemented 

to keep track of the number of occupants 

and manage the utilities within the building 

(e.g., HVAC – heating, ventilation, and air 

conditioning, or lighting). 

Sensors have always been an integral part 

of the factory setup for security, 

automation, climate control, etc. This will 

eventually be replaced by a wireless 
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system giving the flexibility to make 

changes to the setup whenever required. 

This is nothing but an IoT subnet dedicated 

to factory maintenance. 

One of the major IoT application areas that 

are already drawing attention is Smart 

Environment IoT [20]. There are several 

testbeds being implemented and many 

more planned in the coming years. The 

smart environment includes subsystems as 

shown in Table 1. and the characteristics 

from a technological perspective are listed 

briefly. It should be noted that each of the 

subdomains covers many focus groups and 

the data will be shared [8].  

 

Table 1. Smart environment application domains 

 Smart 

home/ 

office 

Smart  

retail 
Smart city 

Smart 

agriculture/ 

forest 

Smart 

water 

Smart 

transport-

tation 

Network 

size 
Small Small Medium Medium/large Large Large 

Users 
Very few, 

family 

members 

Few, 

community 

level 

Many, policy 

makers, 

general public 

Few, 

landowners, 

Policy makers 

Few, 

government 

Large, 

general 

public 

Energy 
Rechargeable 

battery 

Rechargeable 

battery 

Rechargeable 

battery, 

Energy 

harvesting 

Energy 

harvesting 

Energy 

harvesting 

Rechargeabl

e battery, 

energy 

harvesting 

Internet 

connectivity Wifi, 3G, 4G 

LTE 

backbone 

Wifi, 3G, 4G 

LTE 

backbone 

Wifi, 3G, 4G 

LTE 

backbone 

Wi-Fi, satellite 

communica-

tion 

Satellite 

communica

-tion, 

microwave 

links 

Wi-Fi, 

satellite 

communica-

tion 

Data 

management 
Local server Local server Shared server 

Local server, 

shared server 
Shared server Shared server 

IoT devices 
RFID, WSN RFID, WSN RFID, WSN WSN 

Single 

sensors 

RFID, WSN, 

single sensors 

Bandwidth 

requirement 
Small Small Large Medium Medium 

Medium/ 

large 

 

The applications or use-cases within the 

urban environment that can benefit from 

the realization of a smart city WSN 

capability are shown in Table 2. 

These applications are grouped according 

to their impact areas. 

 

Table 2. Potential IoT applications identified by different focus groups of the city of Bucharest 

Citizens  
Healthcare Triage, patient monitoring, personnel monitoring, disease spread modeling and 

containment—real-time health status and predictive information to assist practitioners 

in the field, or policy decisions in pandemic scenarios 

Emergency 

services, 

defense 

Remote personnel monitoring (health, location); resource management and 

distribution, response planning; sensors built into building infrastructure to guide first 

responders in emergencies or disaster scenarios 

Crowd 

monitoring 

Crowd flow monitoring for emergency management; efficient use of public and retail 

spaces; workflow in commercial environments 

Transport  
Traffic 

management 

Intelligent transportation through real-time traffic information and path optimization 

Infrastructure Sensors built into infrastructure to monitor structural fatigue and other maintenance; 
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monitoring accident monitoring for incident management and emergency response coordination 

Services  
Water Water quality, leakage, usage, distribution, waste management 

Building 

management 

Temperature, humidity control, activity monitoring for energy usage management, 

Ventilation and Air Conditioning (HVAC) 

Environment Air pollution, noise monitoring, waterways, industry monitoring 

 

This includes the effect on citizens 

considering health and wellbeing issues; 

transport in light of its impact on mobility, 

productivity, pollution; and services in 

terms of critical community services 

managed and provided by local 

government to city inhabitants. 

 

7 Conclusions 

The Internet of Things is essentially about 

how data is retrieved from sensors and 

chips to drive various business processes, 

automate them, enable new applications 

and service customers in entirely new 

approaches. 

The evolution of the next-generation 

mobile systems will depend on the 

creativity of the users in designing new 

applications. IoT is an ideal emerging 

technology to influence this domain by 

providing new evolving data and the 

required computational resources for 

creating innovative applications. 
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Modern food retail stores have started to penetrate the Romanian market over 20 years ago 

and since then they have gained more than half of the total market share. More than 10 

international brands have opened over 2500 stores creating a competitive environment where 

each company needs to develop new business strategies in order to achieve positive financial 

results. In order to gain new clients supermarkets are opening new stores every year, but in 

order to keep their actual clients they need to improve the customer experience. Introducing 

fidelity cards, loyalty points, instant awards, tasting sessions or moving in the online area are 

some of the actions taken by supermarkets in Romania, but none of them have yet developed a 

recommendation system that can propose personalized offers. This article describes a hybrid 

algorithmic model based on data mining and collaborative filtering techniques. The goal of 

the model is to recommend date specific products, similar products and cross-shopping cart 

products that fulfill the custom needs of each consumer. So at the end of the shopping session 

each client will receive an offer that includes specific products and customized discounts to 

his buying behavior. As already sustained by other markets, personalized offers will improve 

the customer experience and will increase the sales of supermarkets. 

Keywords: consumer behavior, food retailers, recommendation systems, customer experience 

 

Introduction 

In the last decades, consumer behavior 

has changed drastically, becoming a focus 

point for all companies around the world. 

Consumers of the 21st century are more 

informed, the buying process being 

completed before a first interaction with 

sales, they are socially networked, more in-

store purchases being abandoned due to 

negative online sentiment and less loyal, 

more customers being willing to try a new 

brand to get better customer service. The 

main causes for this phenomenon are the 

demographic, social and economic changes 

and the fast evolution of technology, which 

reshaped the consumer behavior. As a 

consequence, companies started to develop 

their own models in order to quantify 

consumers needs which have become more 

diverse and more custom, and to better 

predict their uncertain and changing 

behavior. 

In Romania, the food retail market is 

becoming saturated, new stores being 

opened annually in order to satisfy the 

extended demands. In this context, in order 

to gain more market share, the food retail 

stores have realized the importance of 

gaining the loyalty of their customers. 

The main goal of this paper is to describe a 

model that can anticipate the needs of 

consumers and generate personalized 

offers, which will increase the sales of the 

company. The model is a hybrid algorithm 

based on data mining and collaborative 

filtering techniques that in the end will 

create a personalized recommendation for 

each client. The offer includes three types 

of products: products that are specific to 

the client shopping cart, products bought 

by other clients with a similar shopping 

cart and specific day products. In this way, 

it is encouraged the purchase of more 

products from the same category, and the 

diversification of the current shopping cart. 

By increasing the number of the products 

sold, the financial results of the food retail 

companies will be improved.   

Section 2 of the paper reviews some of the 

research literature concerning the evolution 
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of consumers behaviour and the actual 

trends that shapes the food retail market in 

Romania. Section 3 presents the context 

needed for implementing the model that 

generates personalized recommendation, 

while section 4 describes in detail the main 

steps of model. Section 5 contains the 

conclusions and future research. 

 

2 Literature survey 

Consumer behavior is an emergent 

phenomenon that evolved along with 

human development. Thus, during 

prehistoric the human behavior occurred in 

a very limited way, people being grouped 

in small families with the only concern of 

surviving. According to Miller (2009), 

much later, people began to develop social 

skills that eventually led to the emergence 

of money, social status, wealth and 

ultimately to shaping consumer behavior. 

The study of consumer behavior is an 

interdisciplinary science that integrates 

information from psychology, sociology, 

social psychology, anthropology, artificial 

intelligence and economics, which 

currently has started to gain attention of all 

companies who want to survive in a 

competitive and evolving environment, 

including food retailers. [1] 

Burke (2014) performed several studies 

regarding consumer behavior in 

supermarkets and he noted that 85% of the 

products purchased by a consumer don’t 

change over time, economic agents having 

stable preferences for most of the bought 

products. [2] According to this, in order to 

increase its sales, a food retailer needs to 

primarily focus on quantity and not on 

variety. However, only a combination of 

both methods will determine in the end 

improved financial results. In Romania, 

supermarkets and hypermarkets are using 

bonus points and loyalty points programs 

to gain more market share, offering only 

general discounts or discount that are 

dedicated to an entire customer segment. 

Therefore, Romanian food retailers are 

focusing exclusively on the price strategy 

and not on loyalty programs based on 

personalized recommendations, programs 

already adopted and tested in other 

countries like USA or UK. 

According to a study by Precima (2017) 

traditional marketing techniques are still 

dominating the food retail markets around 

the world, although companies are not very 

pleased with their results, 22% generating 

zero benefits for the companies questioned 

in 2017. Traditional techniques aim to 

identify the customer segments that will 

positively react to an already existing 

general promotion, while current trends 

suggest the necessity to create personalized 

recommendations based on the needs and 

behavior of each consumer. [3] 

During LEAD Marketing Conference, 

McVie (2017) spoke about the importance 

of personalized recommendations in food 

retail stores and how to set discounts 

according to their impact on business 

performance. There is a directly 

proportional relationship between 

discounts, sales volume and profit, its 

intensity becoming negative once the 

discounts reach a 40% threshold, the 

optimal discount level being between 10% 

and 20% when all financial indicators are 

recording maximum rates. Discounts up to 

20% influence loyal customers and 

generate high sales volume, while 

discounts over 30% primarily affect 

customers who follow exclusively offers 

and generate small earnings. Discounts 

over 40% are generating loss. [4] 

In conclusion, personalized discounts 

should fall within a range of 5% to 20%, 

focusing primarily on loyal customers. In 

this regard, Romanian food retailers should 

introduce personalized offers to gain 

customer loyalty and competitive 

advantages, by integrating 

recommendation systems in their business 

strategy. According to Isinkaye et al. 

(2015), recommendation systems assume 

data collection, data processing and 

adaptation of data filtering techniques, 

finally generating a recommendation, a 

feedback loop being present between these 

stages. Recommender systems may use 
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different approaches like collaborative 

filtering, content-based filtering or hybrid 

techniques. [5] 

According to Leskovec et al. (2014) 

content-based filtering techniques have the 

advantage of being independent of other 

consumer choices, and if a consumer's 

preferences change the recommendation 

system can be adapted in a very short time. 

The main disadvantage is that products 

must have similar content because the data 

are collected for the same types of 

variables and in the absence of data the 

results can be disruptive. [6] According to 

Herlocker et al. (2004), collaborative 

filtering techniques are mainly used when 

heterogeneous products with different 

characteristics need to be selected. 

Collaborative filtering techniques start 

from the assumption that users with similar 

shopping carts have common preferences, 

so recommendations will be made on the 

basis of similarities between consumers, 

not products. [7] 

In 2006, Netflix launched a contest to 

improve its recommendation system 

named Cinematch. At that time, the 

recommendation system relied on content-

based filtering techniques, using as input 

the ranking results and reviews of users. 

Recently, in order to generate personalized 

recommendations for each consumer, user 

profile analysis techniques based on 

historical activity have been also integrated 

into the system (Gomez-Uribe and Hunt, 

2016). [8] 

The large volume of information has also 

become a problem for social networks like 

Facebook, selecting the right information 

that might caught consumers attention 

becoming a real challenge. Baatarjav et al. 

(2008) proposed a recommendation system 

for group socialization on Facebook by 

integrating hierarchical cluster analysis 

techniques and decision trees. According 

to their results, the group recommendation 

system has an accuracy of 73%, using as 

main data the consumers profile. [9] 

Recommendation systems are migrating 

from e-commerce to brick-and-mortar 

industries, becoming a solution for 

companies that sell a large range products 

and want to obtain a stable market share 

and gain customer loyalty. 

 

3 Hypotheses and Prerequisites 

The goal of the model is to generate 

personalized offers that will satisfy the 

specific needs of each consumer. In order 

to define and describe the model, the 

following points were taken into 

consideration: 

• Who will receive the personalized 

offer – new or already existing 

customers; 

• How to select and filter the 

recommended products – how 

many products are included in the 

recommendation and how are they 

prioritized within the 

recommendation; 

• How to customize the additional 

information – the discounts, the 

validity or the newsletters; 

• How to distribute the personalized 

offer – electronic or printed and 

when should it be delivered. 

 

3.1. Customer selection 

The model is based on a prescriptive 

system which analysis the historical data of 

consumers purchases in order to generate 

the personalized recommendations. 

Therefore, the first prerequisite is the 

presence of an instrument used to collect 

information regarding consumer behavior. 

In this sense, loyalty cards is the best 

solution. This marketing strategy already 

exists on the Romanian food retail market, 

but is used only for isolated situations.

  

Consumers that hold a loyalty card will be 

considered already existing customers for 

which a history of purchase can be 

analysed and recommendations can be 

generated, while consumers who do not 

have such a card will be considered new 

customers, although they might possibly 

do regular shopping. The offers generated 

by the model will be fully personalized and 
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will not include general offers. In order to 

eliminate the risk that a general offer 

would be more attractive than the 

personalized one, negatively affecting the 

recommendation system, the company may 

cumulate the discounts or may introduce 

the general offers as variable in the model 

increasing significantly its complexity. 

According to the business strategy, the 

company can also decide to create 

personalized offers for new customers. 

This might happen if the company is 

launching on a new market, if it wants to 

build a stable database or seeks to gain a 

larger market share. 

Food retail market in Romania is becoming 

saturate and the already existing stores 

have stable positions on the market so their 

main focus should be on gaining customer 

loyalty. The model will generate full 

personalized offers only for consumers 

who have a fidelity card, while general 

offers will primarily appeal to attracting 

new customers. The customers will be able 

to cumulate the discounts. 

 

3.2. Product selection 

The model splits the products into three 

categories, date specific products, specific 

shopping cart products and products 

different from the consumers shopping 

cart. For each category a different selection 

and filtering logic will be defined. The 

opportunity cost increases along with the 

number of products a consumer can choose 

from, which can make the buying decision 

very difficult. So, the total number of 

products included in the personalized offer 

must be limited, a larger discount for fewer 

products having a higher impact than a 

lower discount for multiple products. 

The model will recommend every time 6 

products for each consumer, the number of 

products specific to the shopping cart 

being directly proportional to the total 

number of products, thus having the 

highest weight. Only one product date 

specific and one product different from the 

shopping cart will be included in the offer. 

Products will be prioritized according to 

the category they belong to, so the first 

products will be those date specific and 

different from consumer shopping cart, 

while the other products will be those 

specific to the shopping cart. 

 

3.3. Additional information selection 

Discounts on birthdays or name days is one 

of the traditional marketing techniques 

used by food retailers. The model will 

generate a general discount of 15% on the 

customer's birthday and 5% on his name 

day. The discount will be applied only 

once for a full shopping cart within three 

days, including the celebration day. This 

discount will be included in the offer as a 

header separate section before all other 

discounts and will be announced in 

advance so it may be included in several 

successive recommendations. This 

discount will not affect the total number of 

products included in the offer which is a 

default configuration. The discount will be 

automatically granted once the customer is 

identified in the system and will be 

cumulated with all the other offers. If 

birthday and name day are in the same 

period, only the birthday discount will be 

generated, as its value is significantly 

higher. 

The value of discounts for the other 

products is influenced by customer loyalty, 

being directly proportional to the 

frequency of purchases and purchasing 

power of the consumer. The discount can 

be customized for each product, 

influencing the complexity of the model, or 

can be applied as a general discount for the 

entire personalized offer. The model will 

determine a general discount for all 

products included in the recommendation. 

The discounts will be applied on a time 

frame established by default or it can be 

also customized according to the consumer 

behavior. In Romanian, shopping in 

supermarkets is a weekly activity for the 

majority of consumers, so the model will 

generate for the recommendation a one 

week validity period that will start the day 

after the current shopping session. 
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Depending on the company's strategy, the 

offer can be used only once in that time 

frame or whenever the customer comes to 

shopping during that time. 

In order to make recommendations even 

more attractive, they will also include a 

personalized Newsletter, based on 

nutritional information, diets, or recipes for 

a food product included in the offer or 

based on up-to-date information for a non-

food product included in the offer. This 

will also be a separate section at the end of 

the offer or on the back of it, and the 

information will not be repetitive.  

For customers who have a low shopping 

frequency, the quantity of the products sold 

needs to be increased, so selecting one of 

the specific shopping cart products 

included in the offer would be the best 

solution for generating the Newsletter. For 

customers who have a high shopping 

frequency, they aim is to increase the 

diversity of their shopping carts, so the 

Newsletter will be generated for products 

different from the shopping cart or even for 

random products that have not been 

purchased or recommended before. 

 

3.4. Distribution channel  

The personalized recommendations will be 

delivered once a day only for the first 

shopping session in order not to stimulate 

splitting the products into several 

purchases. Usually offers have the greatest 

impact when consumer are still focused on 

the shopping session, so the 

recommendations will be distributed at the 

end of the shopping session in order to 

increase the view rate. The consumer will 

be able to receive a printed offer along 

with the shopping bill or by e-mail. The 

consumer will be able to choose the 

distribution mode when requesting the 

fidelity card and will then be able to 

change this option according to his needs. 

No matter how the recommendation is 

distributed, the consumer must present it at 

the end of the shopping session in order to 

apply the discounts. 

 

4 Input variables and main steps of the 

model 

The shopping frequency is represented by 

the number of shopping sessions made in a 

recent time unit. The time unit can be 

predefined by the company or it can be 

represented by the entire period a 

consumer has become a loyal client by 

purchasing a loyalty card. As consumer 

behavior may change over time, affecting 

also the frequency of purchases, the time 

unit is represented by the last six months. 

The shopping frequency is expressed in 

days and is calculated using the following 

formula: 

𝑆𝐹 =
𝑇𝑈

𝑆𝑆
 

SF – shopping frequency 

TU – time unit 

SS – number of shopping sessions in the 

defined time unit 

 

Customers with a shopping frequency less 

than 7 days will be considered loyal 

customers, while customers with a 

shopping frequency greater than one month 

will be considered casual customers. 

There are many social, psychological and 

economic factors that influence consumer 

behavior, such as gender, age, level of 

training, socio-professional category, 

residence environment, the main factor 

being the income. For most consumers the 

products price is a decisive component in 

the purchasing process, products from the 

same category being sold at different 

prices depending on their quality or 

supplier. The purchasing power of a 

consumer will be determined by the price 

category of the purchased products. The 

model attaches to each product a price 

category by calculating the ratio between 

the price of the product and the average 

price of all products in the same category. 

Thus, each product belongs to one of the 

following categories: 

• Category 1 – budget product 

• Category 2 – mass product 

• Category 3 – premium product 

• Category 4 – luxury product 
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The purchasing power is calculated by 

selecting all products purchased in the 

predefined time unit and applying the 

following weighted arithmetic mean:

  

 
 

xi – number of products from Category i 

PP – purchasing power 

The purchasing power can be an essential 

factor in dividing customers into clusters 

and thus reducing the complexity of the 

customer based filtering algorithm. Also, 

the purchasing power of the customer is 

used to accurately identify the exact 

product that will be recommended to a 

customer, always selecting products whose 

price category does not exceed the 

customer's purchasing power.  

The discount calculated by the model will 

be between 5% and 15%, being directly 

proportional to the shopping frequency. 

Therefore, the discount will be granted on 

the basis of the following distribution 

function: 

 

𝐷 = {

   5%,                   𝐹𝐶 > 14 𝑧𝑖𝑙𝑒

10% ∗
7

𝑆𝐹
, 5 < 𝐹𝐶 < 14

15%,                 𝐹𝐶 < 5 𝑧𝑖𝑙𝑒

 

 

D – personalized discount 

SF – shopping frequency 

  

A product should not be included in two 

consecutive offers, thus a recommendation 

range is defined, expressed in number of 

days. 

 

𝑅 = 𝑆𝐹 ∗ 𝑐 

R – recommendation range 

SF – shopping frequency  

c – constant, defined by the company  

The constant c is influenced by the 

diversity of the products and the company's 

business strategy. The model will consider 

c = 4, so a product will appear in no more 

than one recommendation per month.  

 

The selection and filtering algorithm 

consists of three parts, one for each 

product category included in the 

recommendation. The model selects one 

date specific product, one product different 

from the shopping cart and N-2 shopping 

cart specific products. Taking into account 

the impact of opportunity cost, the number 

of products included in the final 

personalized recommendation is N = 6. 

The algorithm is executed only for one 

consumer at a time. The main steps of the 

model are summarized in figure 1. 

 

 
Fig. 1. The Logical schema of the 

recommendation model 
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4.1. Select and filter date specific products 

STEP 1: check if the current date is 

included in a special period, like 

Christmas, Easter or St. Valentines. 

A custom table in the database 

maintains the special periods. 

STEP 2: select all date specific products. 

Each product will be marked if it is 

specific to a period and each 

product will not be associated with 

more than one special period. 

STEP 3: select all products previously 

purchased by the customer, 

regardless of the predefined time 

unit. This category of products is 

sold with an annual frequency so 

the time unit restriction is 

eliminated. 

STEP 4: identify all date specific products 

purchased by the customer over 

time. If there is more than one 

product, the model will select the 

one purchased most often. If such a 

product could not be identified, 

then the date specific product is 

randomly selected. 

 

4.2. Select and filter shopping cart specific 

products 

Shopping cart specific products are also 

divided into three categories, identical 

products, similar products and 

complementary products, the algorithm 

having the same main logic for each 

subcategory. 

The identical products are the products that 

were previously purchased by the 

customer. They are identified based on the 

purchasing history in the predefined time 

unit. For this category the price is not a 

filtering condition. 

STEP 1: select all products previously 

purchased in the predefined time 

unit and remove one time 

purchased products which are 

considered spontaneous products. 

STEP 2: remove the products that are no 

longer sold by the food retail store. 

STEP 3: check if the products can be 

included in the recommendation 

according to the consumption 

period and the recommendation 

range. 

A product can’t be included in two 

consecutive recommendations and it can’t 

be recommended before it is purchased and 

consumed. If the date of the last product 

recommendation summed up with the 

recommendation range exceeds the current 

date, or if the date of the last purchase 

cumulated with the consumption period 

exceeds the current date, then the product 

is removed from the selection.  

 

The similar products are the products 

included in the same category as those 

previously purchased by the consumer. 

They could be identified by using an item 

based filtering techniques, but due to the 

diversity of the products the model will be 

slow and inefficient.  So, the similar 

products are identified by CPV code. The 

Common Procurement Vocabulary (2008) 

establishes a single classification system 

for public procurement aimed at 

standardising the references used by 

contracting authorities and entities to 

describe procurement contracts. CPV 

codes are based on a branched structure of 

up to nine digits.  

STEP 1: select all products similar to those 

already purchased in the predefined 

time unit. Select those products for 

which the first six digits of the CPV 

code is the same and the price 

category is the same as the 

consumer's purchasing power. 

STEP 2: remove the products that are 

previously purchased because their 

selection has already been made 

using the identical algorithm. 

STEP 3: remove the products that are no 

longer sold by the food retail store. 

STEP 4: check if the products can be 

included in the recommendation. If 

the date of the last product 

recommendation summed up with 

the recommendation range exceeds 

the current date, the product is 

removed from the selection. 
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The complementary products are those 

products that are sold separately, but can 

be consumed together with other products, 

being in a direct association relationship. 

STEP 1: select all products that are 

complementary to those already 

purchased in the predefined time 

unit, taking into account the price 

category. Select those products for 

which the price category is the 

same as the consumer's purchasing 

power. 

STEP 2: remove the products that were 

previously purchased or the similar 

products because their selection has 

already been made using the above 

described algorithms. 

STEP 3: remove the products that are no 

longer sold by the food retail store. 

STEP 4: check if the products can be 

included in the recommendation. If 

the date of the last product 

recommendation summed up with 

the recommendation range exceeds 

the current date, the product is 

removed from the selection. 

 

The model selects X1 identical products, 

X2 similar products and X3 

complementary products, all being 

products specific to the consumer's 

shopping cart. A product will be uniquely 

found in one of three categories. The 

model selects randomly N-2 products to be 

included in the recommendation. 

 

4.3. Select and filter cross shopping cart 

products 

In order to select the products that are 

different from the shopping cart a customer 

based filtering technique is used by the 

model. To reduce the complexity of the 

model the customers are split in consumer 

clusters using as main rule of 

differentiation the purchasing power. The 

algorithm is applied only for customers 

from the same cluster. 

STEP 1: select all customers who are part 

of the same cluster as the consumer 

for whom the model is running. 

STEP 2: select all items purchased by each 

customer in the predefined the time 

unit. Determine how many times 

each product was purchased. Identify 

the common products purchased, 

taking into account only the products 

from the current shopping cart. 

STEP 3: identify the customers who have 

purchased the most common 

products and select the different 

product that was purchased most 

often and is not already included in 

the offer. 

STEP 4: remove the products that are no 

longer sold by the food retail store 

and check if the products can be 

included in the recommendation. 

 

For example, the current bill contains 

products A, B, C, D, E. There are 4 

consumers belonging to the same cluster 

and having the same purchasing power as 

the consumer for which the 

recommendation is generated. The 

consumer based filtering technique is 

illustrated in table 1. 

 

Table 1. Consumer based filtering 

technique implemented in the model 

Consumers C1 C2 C3 C4 

Products 

purchased 

in the 

predefined 

time unit 

A2 G7 

F6 D3 

B3 D7 

M5 O3 

N1 

D1 F6 

G2 N9 

A4 C6 

H2 N9 

Common 

products 

2  

(A2,D3) 

2  

(B3,D7) 

1  

(D1) 

2  

(A4,C6) 

Degree of 

similarity 
5 10 - 10 

Cross 

shopping 

cart 

products 

N10 

M5 

O3 

H2 

 

The model selects product N because it has 

been purchased most often by the 

consumers with the highest degree of 
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similarity. The degree of similarity 

between two consumers is calculated as the 

number of common products purchased by 

the two consumers. If product N is specific 

to a period, is specific to the shopping cart, 

it is no longer sold or if it has been 

included in a recent offer, then another 

different product that meets the filtering 

conditions is recommended. 

 

5 Conclusions and future research 

Due to the exponential growth of 

population and the rapid evolution of 

technology, consumers needs have become 

in the last centuries very diverse. Given 

this radical change of the economic 

environment where the bargaining power 

has shifted from sellers to buyers, 

companies need to adapt their business and 

marketing strategies in order to survive in a 

competitive environment.  

The food retail market in Romania is 

becoming saturated, so the stores are 

realizing that keeping their actual clients is 

less expensive than attracting new ones 

and that gaining consumers loyalty have a 

big impact on their financial results. So, 

more and more companies are starting to 

use the newest technologies and software 

to increase customer satisfaction. This 

strategy can also be adopted by food retail 

stores. 

The model described in this paper is based 

on the principles of recommendation 

systems originally developed for e-

commerce companies. The hybrid 

algorithmic model based on data mining 

and collaborative filtering techniques 

generates real time personalized offers. 

The model can be used by the large food 

retail stores in Romania, as it analyses a 

wide range of products that have different 

characteristics. The complexity of the 

model may increase exponentially 

depending on the number of variables and 

techniques integrated, the ultimate goal 

being the recommendation of a limited 

number of products per consumer. The 

products are selected and filtered according 

to the consumer's specific buying behavior, 

and the final offer is personalized to the 

smallest details. 

In the future, the model will be 

implemented in the SAP ERP program and 

tested on a real-life data base. The 

generated recommendations will be given 

to the trial participants in order to quantify 

the results of the model and to make the 

necessary adjustments. 
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Abstract. The paper analysis Big Data storage and processing solutions applicable in the 

smart grid context in case of large volume of data coming from sensors (smart meters, IoT 
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Introduction  

In the recent years, due to the 

development needs of certain big 

companies activating in the digital 

industry, the big data processing 

techniques were developed very fast. As 

presented in [1], the main types of big data 

processing techniques are: 

• batch processing, which was 

initially accomplished by using 

Apache Hadoop as a big data 

analysis platform for big data. 

Apache Hadoop is based on the 

MapReduce concept, which was 

initiated by Google's batch 

processing programming model. 

The main functionality of Apache 

Hadoop is successfully done by 

dividing a very large data set into 

multiple smaller data sets, which 

are then processed in parallel; then, 

the reducer job get the results from 

all these smaller data sets. As the 

main disadvantages of using 

Apache Hadoop and MapReduce 

are represented by the fact that 

MapReduce cannot be used for real 

time sensor data or streaming data 

processing, and that the set of 

machine learning algorithms 

provided by Apache Hadoop is not 

enough to meet requirements for 

smart grid big data analysis. 

Considering this facts, the authors 

do not recommend Apache Hadoop 

as a good choice for big data 

analysis on smart grid systems. 

Another big data processing 

solution, as presented in [2], is 

Apache Spark. Apache Spark is 

defined as a general purpose cluster 

computing platform, which delivers 

flexibility, scalability and speed to 

meet the challenges of big data, 

even for the case of using big data 

in smart grid analysis. Apache 

Spark has many advantages: not 

only has the ability for batch 

processing, but it also is capable of 

doing iterative and streaming 

processing, it has more efficient 

machine learning algorithms and 

enhanced linear algebra libraries. 

• stream processing, which involves 

processing each new instance of 

data, rather than waiting for the 

next batch, and then re-process 

everything – this way the data 

processing technique avoids 

unnecessary repetition of re-

processing the data. This model of 

data processing enables Apache 

Spark to perform analytics on data 

with dynamic behaviour – this 

feature is very important in the 

situation when data comes 

continuously, in real time, and from 

different data sources. 
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• iterative processing, represents 

another category of big data 

processing, and is mainly used to 

solve problems that cannot be 

addressed with batch or stream 

processing. One of the main 

characteristics is that it can process 

all variety of data types frequently 

– in general, the model is time 

consuming due to their continuous 

operations of writing and reading 

which represents each iteration of 

the system. Once again, Apache 

Spark is the current leader for 

iterative processing because it has 

the power to process and hold data 

in memory across the cluster, and 

the data is written back only after 

the completion of the iterative 

process. 

The concept of Smart Home involves an 

efficient management of demand response 

regarding consumers’ behaviour, 

integrating different residential generation 

sources and electric appliances through 

smart meters, providing user friendly 

applications and real time billing systems. 

In this context, ICT solutions should be 

developed to support a real time 

integration of heterogeneous sources 

gathered from smart meters, intelligent 

appliances and micro-generation sources. 

Papers [3-9] provide an overview of smart 

home and demand response concept and 

functionalities: responsible for an efficient 

connection and exploitation of generation 

and consumption sources, providing 

automatic and real-time management of the 

grid, optimizing the level of reliability and 

improving the electricity providers’ 

services which lead to energy savings and 

lower costs. An important aspect in 

developing ICT solutions for demand 

response is the design of a scalable 

architecture for data management. At the 

current moment, a wealth of data storage 

technologies is available, based on 

different ideas and with appropriate 

advantages and disadvantages: 

● Direct storage in a data file. A 

multitude of competing formats 

are currently available for 

storing data in text or similar 

files, such as Comma Separated 

Values (CSV), eXtensible 

Markup Language (XML), 

JavaScript Object Notation 

(JSON) or Yet Another Markup 

Language (YAML); 

● Storage in a classic relational 

database accompanied by a 

complete and user-controlled 

database management system 

(DBMS). Examples of such 

databases are: Oracle Database, 

MySQL, MS SQL Server, 

PostgreSQL, IBM DB2; 

● Storage in a document store 

type NoSQL database 

characterized by schema-free 

organization of data. Records 

should not have a uniform 

structure and may have 

different columns. Data types of 

individual column values may 

be different for each record. 

Columns can have multiple 

values (arrays). Records can 

have a nested structure [10]. 

Examples of such databases 

are: MongoDB, Elasticsearch, 

CouchBase, CouchDB; 

● Storage in a key-value store 

NoSQL database that can store 

pairs of keys and values, and 

serves to recover a value when 

the appropriate key is known. 

These databases are not 

normally suitable for complex 

applications but, in certain 

circumstances, provide specific 

benefits [10]. Examples of such 

databases are: Redis, Aerospike 

or Oracle NoSQL; 

● Storage in a wide-column store 

NoSQL database that involves 

the storage of data in records 

with the ability to contain a 

very large number of columns 
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that dynamically vary. The 

column names are also variable, 

the record keys are not fixed, 

and, since a record can have 

billions of columns, databases 

of this type can be seen as two-

dimensional key-value matrices 

[10-11]. Examples of such 

databases are: Cassandra, 

HBase, Microsoft Azure Table 

Storage and Google Cloud 

Bigtable; 

● Storage in a time series 

database optimized to manage 

time series data, each record 

being associated with a time 

stamp. Time series data can be 

produced by sensors, smart 

meters or RFIDs - IoT 

equipment, or can represent the 

values recorded in a high-speed 

stock exchange system. These 

databases are designed to 

efficiently collect, store and 

query different time series data. 

While these data can also be 

stored in other types of 

databases - from key-value 

stores to relational systems, 

specific challenges sometimes 

require specialized systems 

[11]. Examples of such 

databases are: InfluxDB, Kdb+, 

RRDtool, Graphite și 

OpenTSDB. 

 

2 Big data solutions for Smart Home 

2.1. Big Data processing solution 

During the development of the 

SMARTRADE project, the success of an 

efficient data integration is related to the 

correct choice of the technology used to 

store and manage data. The nature of the 

project involves the use of a number of 

different data storage technologies, due to 

the stratified nature of the target 

application. It is assumed that the final 

prototype will contain at least the 

following levels of operation, virtually 

forming a stack of applications: 

• Level 1 - Storage of data at the 

level of the IoT (Internet of Things) 

type systems that substantiate the 

acquisition and / or local 

centralization of data; 

• Level 2 - The primary storage of 

data accumulated from the IoT 

systems and other sources, prior to 

any cleaning, aggregation, and 

analysis of data; 

• Level 3 - Secondary data storage, 

used after data cleaning has been 

applied. Aggregation and analysis 

operations may be applied on the 

secondary storage data, whether we 

are talking about supervised 

analysis (common queries, but also 

classical statistical analysis), or 

unsupervised analysis (data mining 

operations); 

• Level 4 - Tertiary storage of 

processed data / processing results, 

which is to be the integrated 

storage in a final consumption 

estimation application, resulting in 

competitive offers for the 

wholesale electricity market. 

Each of the above four levels has distinct 

features that require the use of a particular 

storage technology among those listed in 

the previous section. 

Storage at the level 1 of the application 

stack 

The storage of data in IoT devices implies 

significant restrictions, both in terms of 

available storage space and usable 

processing capacity (doubled narrowed in 

turn by the limited performance of the 

processors used and the need for low 

energy consumption, which is encountered 

in many IoT devices). In [12] IoT devices 

are classified into four categories 

according to their complexity level: 

● Extremely simple devices whose 

communications are limited to 

signalling their state in case of an 

event. Both the memory and the 

processing capacity of these devices 

are reduced to the minimum required 

for operation, and most of them do not 
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have proper storage memory. Some 

smart-metering devices from older 

generations could fall into this 

category; 

● Slightly more complex IoT devices. 

The memory and processing capability 

of these devices is reduced, but it 

allows processing and storage not 

directly linked to the main function of 

the device. They also involve the 

transmission of the measured data in a 

single sense, but various forms of 

aggregation and representation of data 

are also possible. Many of the new 

generation smart metering devices 

belong to this category. For this IoT 

device type, some data storage is 

available at least for logging. It is also 

important to note that many such 

devices are proprietary devices and one 

can’t interact directly with the software 

installed on them or with storage media 

and can’t choose the data storage 

technology used. As a solution to this 

situation, the use of modular equipment 

and / or equipment fully or partially 

based on open technologies is 

recommended. In this category of 

devices, if it is possible to control the 

storage, it is most likely that only data 

files can be used [13] because either 

the address space is too small or the 

memory is not large enough to 

implement a query mechanism; 

● Interactive devices capable of bi-

directional communication. 

Additionally, such devices offer 

programmability and many of the 

capabilities of personal computing 

systems (multiple storage systems, 

multiple inputs and outputs, both 

analogue and digital). Use of data files 

and embedded relational or NoSQL 

databases is recommended for this 

category of devices [13]; 

● Intelligent devices with high 

processing and storage capabilities 

raised to the level they even allow 

running artificial intelligence 

applications. On this type of devices, it 

is possible to run non-embedded, 

relational or NoSQL databases [14]. 

Storage at the level 2 of the application 

stack 

The method chosen for the storage of data 

accumulated from IoT devices depends 

specifically on the number of IoT devices 

from which data is collected and the data 

traffic density for each device (the 

frequency with which data is transmitted 

multiplied by the size of each 

transmission). Under a certain number of 

IoT devices from which data is collected 

and under a certain density of data traffic 

per device, it is perfectly possible to use 

any type of commonly used database, 

being preferable, in this context, to use 

relational databases. The motivation for 

this choice is given by the superior data 

query facilities offered by these products. 

When a critical level is reached, which is 

mainly dependent, as highlighted above, on 

the number of devices from which data is 

collected and the density of data traffic per 

device (a number of other factors need to 

be taken into account, such as data 

communication system capabilities and 

temporal overlay of data transmissions 

from multiple IoT devices), the use of 

relational databases becomes undesirable, 

for reasons of limited performance. 

The limitations given by the use of 

relational databases are quite well known. 

For example, MS SQL Server supports 

theoretically 32767 competing connections 

over a cluster of servers, but in real-world 

applications, their number is severely 

limited by the computing system used for 

the database server and the data 

communications system, reaching, for 

example, 50-200 competing connections 

per server. A similar situation is 

encountered in MySQL where the 

maximum recommended number of 

concurrent connections per server instance 

in version 5.5 is 500 (with an average of 

100 competing connections) for a 

transactional usage scenario. The same 

situation can be seen in Oracle Database 

12c - a maximum of 2000 concurrent 
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connections to a database instance. On the 

other hand, the initial arguments that led to 

the success of NoSQL solutions on the 

market, the volume of data circulated and 

its velocity (to which, subsequently, 

variety and veracity were added to form 

the 4 V’s of NoSQL databases), are indeed 

visible even at a superficial glance. For this 

reason, for any data collection system that 

involves large amounts of data, a NoSQL 

database is the recommended solution. One 

has to determine only the NoSQL database 

subtype to be used, depending on the 

proposed application architecture - the 

three main types of NoSQL databases are 

available (document stores, key-value 

stores, and wide columns stores), but also 

some less used types can be taken into 

account. Among the less commonly used 

database types, for smart-metering 

applications, the databases specialized in 

the storage of time series are very 

important.  

Storage at the level 3 of the application 

stack 

For the secondary data storage, the same 

considerations, from the point of view of 

volume and velocity of data, that imposed 

the solution at the second level of the 

application stack, should be considered. 

Even though the number of data sources is 

significantly reduced, the data volume is 

probably the same order of magnitude as 

the one at the level 2 of the application 

stack. 

Storage at the level 4 of the application 

stack 

If a separate application is preferred, as a 

consumer of the results of the analyses 

performed on the data generated by the IoT 

devices, such an application is likely to be 

only a small application, limited both as 

complexity and as the volume of used data 

- it will not have as inputs the actual data 

which is generated, collected and analysed 

at the other levels, but the power 

generation and consumption profiles 

resulting from these data, in conjunction 

with other types of information (e.g. prices 

from electricity producers and transporters, 

etc.). For such an application, the need to 

use a NoSQL storage solution is no longer 

stringent, although it can be considered for 

various practical reasons. The 

implementation for a complete big data 

solution involves the combination of 

multiple data storage technologies, for the 

various operating levels specified above. 

None of the existing data storage 

technologies meet the requirements of all 

these levels and it is necessary to select a 

separate solution for each of them. 

Particular attention should be paid in this 

context, not only to the data solutions used 

per se, but also to the modalities found for 

the transfer of data between these 

solutions. 

 

2.2 Big Data Analytics 

In the paper [15] are presented the most 

important tools, adopted for forecasting big 

data, and the following techniques are 

mentioned: Factor models, Bayesian 

models and Neural Networks. The paper 

[16] also illustrates the importance of big 

data, by the fact that Big Data and 

predictive analysis goes hand in hand in 

the modern age, with companies focusing 

on obtaining real time forecasts using the 

increasingly available data. The 

importance of big data analytics derives 

the need of developing the existing data 

mining techniques to meet the 

requirements, as stated in paper [17]. The 

author states that there is a need for the 

adoption of powerful tools, such as Data 

Mining techniques, which can aid in 

modeling the complex relationships that 

are inherent in Big Data. To support the 

need for more powerful tools, the paper 

[18] states that the process of forecasting 

big data is very hard, and identifies one 

important reason why the process gets so 

complicated, as the traditional forecasting 

tools cannot handle the size, speed and 

complexity inherent in Big Data. These 

characteristics of big data are than 

completed in the paper [19], where the 

author also identifies another important 

factor of the problems arising in big data 
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when forecasting big data, as the lack of a 

structure in these data sets and the size. 

The main challenges when using big data 

for forecasting were identified in the paper 

[15], as follows: 

• the skills required for forecasting 

with Big Data and the availability 

of personnel – as presented in the 

paper [20], developing these skills 

can be a big challenge. The authors 

recommend that in order to 

overcome this issue, Higher 

Educational Institutes should 

upgrade the syllabuses to 

incorporate the skills necessary for 

understanding, analyzing, 

evaluating and forecasting with Big 

Data; 

• the noise that is likely distorting the 

signal and the accuracy of the 

forecast is another extremely 

important challenge in Big Data 

forecasting as identified by [21]; 

• new techniques should be 

developed for filtering the noise in 

Big Data to enable accurate and 

meaningful forecasts; 

• hardware and software 

requirements for forecasting big 

data are another great challenge of 

big data, as is also stated in the 

paper [19]. 

Paper [22] presents statistical significance 

as a major threat in big data forecasting 

accuracy, as is very possible to make false 

discoveries from Big Data. Supporting this 

idea, in the paper [23] is observed that 

given the quantity of data to be processed, 

and forecasted, is a very complex task to 

differentiate between randomness and 

statistically significant outcomes; 

Architecture of algorithms and the Data 

Mining techniques have been designed to 

handle data of much smaller sizes, as 

opposed to the size of Big Data is also 

considered a high challenge and in the 

paper [24] is contained a detailed 

evaluation of challenges, associated with 

the application of Data Mining techniques 

to Big Data; 

In paper [15], the authors also consider Big 

Data itself a challenge for big data 

forecasting, because of its main 

characteristics: evolves and changes in real 

time; includes unstructured data; highly 

complex in structure. 

 

2.3 Configuration of the Big Data 

Management solution 

The proposed data management solution 

will be developed as a scalable and 

customized framework using open 

solutions based on cloud computing. The 

data framework will contain several tiers 

that can be customized. These tiers will 

allow complete customization, using 

different technologies for interconnecting 

smart meters and sensors (SM/IoT tier); 

fast processing and real-time analyses 

through big data (BG-Tier); high-reliable, 

low-latency, secure and performant data 

transmission and management with 

relational databases (RB-Tier); historical 

and advanced analytics through data 

warehouse (DW-Tier). These tiers are 

illustrated in Figure 1.  
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Fig. 1. Data management solution for SMARTRADE project 

 

3. Proof of concept implementation  

For the proof of concept we implemented a 

scalable system using different 

technologies. The system is able to retrieve 

data about electricity consumption from 

residential consumers and send it to the 

data processing engine, where the data is 

validated and stored in a persistent 

database. Based on the final data, the 

system can perform various calculations 

that will support the purpose of forecasting 

and optimisation.  

For simulations we used a TP LINK 

HS110 smart plug connected to electric 

appliances, which is able to provide 

information such as the current 

consumption, power or voltage in real-

time. The smart plug is communicating 

through WiFi with a Raspberry PI 3 mini-

controller. The mini-controller is running 

on a Raspbian Linux distribution having a 

NodeJs application inside that is querying 

data about energy consumption from the 

smart plug at a fixed interval and 

distributes it outside the house to a 

messaging queue. Each time the NodeJs 

application is making a query and receives 

a valid response, it is seen in the system as 

an event. The event is basically created in 

the house and it propagates in the system 

until it is stored in the database.  

We decided to use the messaging queue 

and the publish/subscribe pattern to ensure 

the speed and scalability of our application. 

From the message queue, the information 

is consumed by a Java application that is 

deployed in a public cloud. The application 

has the role of pre-processing the 

information, check the consistency and 

validate it. In the end, if the data is valid, it 

gets stored in an Elasticseach database on a 

specific index. 

To have a cleaner view on the data in the 

system, we integrated Kibana in our 

database. Kibana is a Elasticsearch 

visualization tool that extends the database 

capabilities by providing new features such 

as UI, charts and graphs, real-time 

monitoring and alerts based on queries. To 

understand the data in real-time or during a 

certain period of time better, we 

implemented Kibana visualizers. As an 

example, Figure 2 presents two charts 

regarding energy consumption - the 

average (left-side) and the sum (right-side) 

of energy consumption monitored in one 

day. Using the visualizers, we were able to 

find the consumption patterns of the 

consumer. In Figure 2 two important peaks 

during the day are spotted - one in the 

morning and the other one in the evening.      

 



Database Systems Journal, vol. IX/2018  87 

 

 

 
Fig. 2. Kibana visualization of one day energy consumption 

 

In the proof of concept we implemented 

two tiers described in the paper, the 

SM/IoT tier and DB tier. In the future we 

are planning to introduce also the other two 

tiers in order to develop a complete 

scalable prototype.  

 

4. Conclusions 

The integration of IoT electric appliances 

in current development of the Smart Home 

concept require a scalable data 

management solution. The paper presented 

an overview of the Big Data solutions that 

are suitable for demand response 

management and proposed a scalable 

architecture implemented in the 

SMARTRADE project that consist in 

several tiers for data storage and 

processing. Two of these tiers are partially 

implemented during the project and some 

results were presented in the paper as a 

proof of concept.   
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