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In this paper we present the way in which we combine SlapOS, the first open source operating system for distributed cloud computing, and Enterprise Resource Modeling (ERP) to provide an simple, unified API for E-Business Applications based on IaaS, PaaS and SaaS models. SlapOS is based on a grid computing daemon – called slapgrid – which is capable of installing any software on a PC and instantiate any number of processes of potentially infinite duration of any installed software using a master-slave model. SlapOS Master follows an ERP model to handle at the same time process allocation optimization and billing.
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Introduction

We will introduce in this article SlapOS, the first open source operating system for Distributed Cloud Computing and ERP5, the open Source e-Business suite. SLAP stands for “Simple Language for Accounting and Provisioning” and uses Slapgrid daemon that receives requests from a central scheduler the SlapOS Master which collects back accounting information from each process.

In this paper we present the way in which we combine open source grid computing for distributed cloud computing and Enterprise Resource Modeling (ERP) to provide Infrastructure as a Service (IaaS), Platform as a Service (PaaS) and Software as a Service (SaaS) through a simple, unified API for E-Business Applications.

Researches in cloud computing and standardizing efforts in the IT industry are presenting the layered cloud model as shown in Figure 1.

IaaS offers the infrastructure of virtual machines and storage. PaaS is built on top of IaaS and offers platform services such as operating systems, application servers and data bases. SaaS is the layer that offers services to the final user in the form of various applications: Customer Relationship Management (CRM), ERP systems, communication systems, blogs, multimedia application systems, etc.

Figure 1. The General Cloud Model

ERP systems are said to enable organizations to manage their resources efficiently and effectively by providing a total and integrated solution for their information processing needs. Due to technical and economical restrictions, ERP systems traditionally have been focused on larger organizations. In recent years however, a turn of the market towards Small and Medium Enterprises (SMEs) can be
observed [1]. This shows that SMEs are as likely to be interested in ERP as multinational organizations. ERP packages are being viewed as a key factor for gaining competitive advantage in the SME sector and empirical findings confirm these expectations [2].

Business models, where SMEs access ERP functionalities through the Internet instead of purchasing them could alleviate the problems of lack of human and financial resources and broaden the ERP market. Recently Software as a Service (SaaS) is associated to this kind of business model [3]. By providing applications directly through the Internet, SaaS eliminates installation and update tasks, thus saving clients from maintenance work and reducing IT expenses by on-demand pricing [4].

Another “disruptive business model” mentioned by Hofmann [3] is that of open source companies. Free / open source ERP systems might be an alternative for SMEs as they tackle their specific problems. They not only help to save license costs, but they also prevent lock-in. As their source code is free to everyone they lower the barrier for third parties to perform modifications [5].

2 Characteristics of SlapOS Distributed Cloud Computing Platform

SlapOS is an open source Cloud Operating system which was inspired by recent research in Grid Computing and in particular by BonjourGrid a meta Desktop Grid middleware for the coordination of multiple instances of Desktop Grid middleware. It is based on the motto that ”everything is a process”. SlapOS is now an OW2 project. Figure 2 shows the current cloud architecture model [6].

![Figure 2. The SlapOS Cloud Architecture Model](image)

SlapOS defines two types of servers: SlapOS Nodes and SlapOS Master. SlapOS Nodes can be installed inside data centers or at home. Their role is to install software and run processes. SlapOS Master acts as a central directory of all SlapOS Nodes, knowing where each SlapOS Node is located and which software can be installed on each node. The role of SlapOS Master is to allocate processes to SlapOS Nodes by using the SLAP protocol.

2.1. SlapOS Architecture

SlapOS Nodes and SlapOS Master exchange are interconnected through the HTTP and XML based SLAP protocol. SlapOS Master sends to each SlapOS Node a description of which software should be installed and executed. Each SlapOS Node sends to SlapOS Master a description of how much resources were used during a given period of time for accounting and billing purpose [7]. From a user point of view, SlapOS Node looks like an online shop for Cloud Computing resources. The user connects to
SlapOS Master through a simplified front end, selects which software he or she needs. SlapOS Master then allocates the software onto a SlapOS Node and provides the connection information to the user. The allocated software can be of any type: virtual machine, database server, application server, web cache front end, etc.

2.2. An example of SlapOS front-end
From a developer point of view, as shown in Figure 3, SlapOS is a simple and universal API to create instances of any software daemon through a programmatic interface. A simple code allows a developer to request a new instance of a memcache server by invoking the request method of SlapOS API. Memcache is a widely adopted key-value store protocol which is used to cache values in large scale web infrastructure. It is usually installed and configured by system administrators using packaging systems such RPM or DEB. In this example, a single method call does in a few seconds what a human system administrator would have done in few minutes at best.

![Figure 3. An example of SlapOS front-end](image)

2.3. SlapOS Kernel
SlapOS is implemented as an extension of widely adopted open source software: GNU/Linux, Buildout and Supervisord [6]. The only new software introduced by SlapOS is Slapgrid, a daemon in charge of implementing the SLAP protocol on each SlapOS Node with the functionality as depicted on Figure 4.

Each time slapgrid receives a request from SlapOS master to install a software, it downloads a description of that software in the form of so-called buildout profile. It then runs the buildout bootstrap process to install the software. Buildout is a Python-based build system for creating, assembling and deploying applications from multiple parts, some of which may be non-Python-based.
Buildout can be used to build C, C++, ruby, java, perl, etc. software on Linux, MacOS, Windows, etc. Buildout can either build applications by downloading their source code from source repositories (subversion, git, mercurial, etc.) or by downloading binaries from package repositories (rpm, deb, eggs, gems, war, etc.). Buildout excels in particular at building applications in a way which is operating system agnostic and to automate application configuration process in a reproducible way.

Each time slapgrid receives a request from SlapOS master to run a software as a new process, it calls first buildout to create all configuration files for that process then delegates to supervisord the execution of the process. Supervisor is a client/server system that allows its users to monitor and control a number of processes on UNIX-like operating systems. It provides a higher abstraction and flexibility than traditional sysinit.

After some time, a typical SlapOS Node will include multiple software applications, as shown in Figure 5, and, for each software application, multiple instances, each of which running in a different process. For example, both Mediawiki and OS Commerce could be installed onto the same SlapOS Node, with six instances of each being run as processes. By running software instances as processes, rather than by creating a virtual machine for each software instance as one would do with Amazon EC2, SlapOS is able to use hardware resources and RAM in particular more efficiently.

Every computer partition consists of a dedicated IPv6 address, a dedicated local

---

**Figure 4.** Example of allocating a partition in SlapOS

---

**Figure 5.** SlapOS kernel and user software implementation
IPv4 address, a dedicated tap interface (slaptapN), a dedicated user (slapuserN) and a dedicated directory (/srv/slapgrid/slappartN). Optionally, a dedicated block device and routable IPv4 address can be defined.

SlapOS is usually configured to use IPv6 addresses. Although use of IPv6 is not a requirement (an IPv4 only SlapOS deployment is possible) it is a strong recommendation. IPv6 simplifies greatly the deployment of SlapOS either for public Cloud applications or for private Cloud applications. In the case of public Clouds, use of IPv6 helps interconnecting SlapOS Slave Nodes hosted at home without having to setup tunnels or complex port redirections. In the case of private Cloud, IPv6 replaces existing corporate tunnels with a more resilient protocol which provides also a wider and flat corporate addressing space. IPv6 addressing helps allocating hundreds of IPv6 addresses on a single server. Each running process can thus be attached to a different IPv6 address, without having to change its default port settings. Accounting network traffic per computer partition is simplified. All this would of course be possible with IPv4 or through VPNs but it would be much more difficult or less resilient. The exhaustion of IPv4 addresses prevents in practice allocation some many public IPv4 addresses to a single computer. After one year of experimentation with IPv6 in Romania, using IPv6 native Internet access (more than 50% of worldwide IPv6 traffic), we found that IPv6 is simple to use and creates the condition for many innovations which would else be impossible.

3 Open Source ERP and E-Business Application Deployment Prototype

Thanks to its abstract model, ERP5 is a very generic application system, thus many ERP5 tailoring tasks can be accomplished solely by configuration and still have great effect on how ERP5’s functionalities behave. The deployment process that we followed contains analysis, implementation and test phases. Analysis is based on interviews and document research. Its purpose is to discover resource flows and decision flows in a company. It also aims to identify the demand for implementation of custom document types. The procedure is aligned to ERP5’s document-centric approach to implement business processes.

SlapOS Master runs ERP5 Cloud Engine, a version of ERP5 open source ERP capable of allocating processes in relation with accounting and billing rules, as shown in Figure 6.

![Figure 6. Example of allocating a ERP instance and sending access data to user](image-url)
Initial versions of SlapOS Master were installed and configured by human. The new versions of SlapOS Masters that we use in our prototype are implemented themselves as SlapOS Nodes, in a completely reflexive ways. A SlapOS Master can thus allocate a SlapOS Master which in turn can allocate another SlapOS Master, etc.

The implementation process is supported by ERP5 through a series of tools for requirements, analysis, design and implementation as well as through general process related tools [8]. ERP5 has used from the design phase a single programming language for all the parts of the application: business logic, database interface, scripts and additional modules. The ERP5 framework is implemented in Python, a general-purpose, interpreted high-level programming language. By using a single programming language for scripts as well as the base application we have the possibility of reusing the code originally written for scripts for integration in the code of the main application.

The ERP5 application is built on top of open source technologies and takes up many of the characteristics of such solutions. Therefore a good knowledge of the architecture is necessary to understand the ERP5 framework, as presented in Figure 7.

**Figure 7. ERP5 technology implementation**

The ERP5 framework is built on the Zope Application Server, an open source application that can run on different platforms, including Linux, Windows and MacOS [9]. Zope is similar to an Apache server but highly oriented on objects.

ERP5 uses Zope to:
- Publish objects (images, html files, java scripts, etc) on the Web
- Authentication and authorization of users
- Easy integration of new modules in ERP5

For data storage Zope includes Zope Object Data Base (ZODB), an object oriented database. Objects can be imported / exported in ZODB in XML format. ERP5 allows the synchronization of objects in ZODB with similar objects from other ERP5 instances by using the SyncML protocol [10].

Zope provides also the management of the ERP5 application components through the...
Zope Content Management Framework (CMF). The CMF provides:
- storage and access to the ERP5 components
- script add
- workflow change of components
- archiving of existing components

This modularity gives ERP5 the technological possibility to be easily implemented in a SlapOS distributed cloud system by using the buildout technology.

We will use our deployment platform hosted on several servers running Ubuntu Linux – Apache – MySQL template with current software release. Buildout will use the information from the configuration file and will install the ERP5 application only once on each available node. This first and only installation of the application is called Software Release or Application Kernel as shown in Figure 8.

Figure 8. Kernel and Instances of ERP5 deployment

The user can request an instance of ERP5 from the SlapOS Master, www.wifib.net [11] in our prototype, after the Kernel of the application has been successfully installed on a SlapOS node.

It is noticed that the combination of Web and an ERP is E-Business, which is opening through the Web the corporate ERP to all partners of a company. Since business are increasingly distributed and relying on outsourcing and outside partners, it is a natural tendency for ERPs to become e-business tools. ERP5 does it for example with a few others as shown in Figure 9.

Figure 9. E-business model based on ERP5 Web site

After installing ERP5 needs to be configured by defining, selecting, interconnected and populating modules of the program that provide a model of processes, documents, actions or persons of a company.

Each instance of ERP5 is a web site that can contain one or more modules such as standard ERP modules: Accounting, Products, Customers, etc. but also modules that are not usual for ERP such as Blog, News, Forum.

The instances of ERP5 use the ERP5 business templates (bt5) as shown in Figure 10. These software packages contain code lines written in Python that add new functionalities to the existing platform.
Based on the implemented scenario, several questions arise regarding its performances and efficiency. SlapOS nodes report on resources used and trusting a client to report billing values is a well-known security issue. The security mechanisms included in SlapOS are set up to prevent a node from cheating on billing values reported. However, traffic on unencrypted links could be intercepted and it is possible for a node to join the cloud and start sniffing sensitive data.

Also, some time is needed before a new application gets installed on a node and becomes ready to use. Questions arise about slow response and how does the master node handle this delay? The specific provisioning strategy could be improved to always keep a buffer of ready-to-use applications.

SlapOS uses buildout and a single URL to describe how to build and install software. This approach could be extended in different ways. Ideally, it should be possible to install software using other build systems or even by using packages (DEB, RPM).

SlapOS should also soon serve as a platform for open source software publisher to turn their software into multi-tenant SaaS. On the other hand, know how is attracted continuously by companies such as Google, Facebook and Microsoft where it remains secret. Nevertheless, development is still needed for Slaprunner, the SlapOS buildout web-based runner so that software profiles and release versions can be better managed and many other web-based applications added to the software release directory.

5 Conclusions

The research objective is to investigate the deployment of ERP and E-Business package on open source distributed cloud systems. This has been done on the basis of SlapOS that can leverage the resources of multiple, independent providers of computing power in order to create a resilient cloud and a single node can handle as much as 200 independent ERP databases running at the same time as tested on our deployment prototype.

E-Business is in 2011 one of the very few fast growing businesses in IT and in industry. More than 1000 different solutions of E-Business are available, with fantastic open source packages available.

However, E-Business integration is still difficult: people get orders from one place (ex. Ebay), follow clients on another place (ex. Salesforce CRM) and keep their accounting with Microsoft which can cost as much as 2000 Euro/seat and involves high risk of failure.

Integration between the different aspects of business, on the Web or offline, is made by open source SlapOS and ERP5 to create a simple prototype in short time at low cost, because there are no license costs and is therefore probably the safest way to adopt an ERP or E-business.
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