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Digital transformation accelerates decision-making processes in modern organizations, 

generating a massive volume of data that must be processed quickly and efficiently. In this 

context, Data Science and Machine Learning are no longer merely technical tools but are 

becoming fundamental components of business strategies. 

The application of advanced data analysis technologies enables the identification of patterns, 

trends, and correlations that can significantly influence strategic decision-making. However, 

integrating these technologies into organizational processes also raises a series of challenges 

related to interpretability, ethics, accuracy, and adaptability. 

This paper analyzes, from both a theoretical and practical perspective, how Data Science 

and Machine Learning contribute to the improvement of the decision-making process in 

organizations, while also addressing their limitations in a constantly changing economic 

environment. 
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Introduction 

In the era of accelerated digital 

transformation, data has become one of the 

most valuable resources of modern 

organizations. The huge volumes of 

information generated from online 

interactions, internal systems, or external 

sources put pressure on traditional analysis 

and decision-making processes. In this 

context, the ability to extract value from 

data is no longer an optional competitive 

advantage, but a strategic necessity [1]. 

Data Science is emerging as an essential 

interdisciplinary field that combines 

statistical methods, computer science, and 

analytical thinking to identify patterns, 

relationships, and relevant insights in data. 

In parallel, Machine Learning, a key 

component of artificial intelligence, 

enables algorithms to learn from data and 

make automatic predictions or 

classifications without being explicitly 

programmed for each situation [2]. 

Thus, these two fields offer valuable tools 

for strategic decision-making in 

organizations, from supply chain 

optimization to consumer behavior 

analysis, risk management, or intelligent 

resource allocation. However, the 

integration of these technologies also 

raises a series of challenges: lack of 

decision-making transparency, the risk of 

overreliance on algorithmic models, 

ethical issues, or lack of internal expertise 

[3]. 

This paper aims to explore the role of Data 

Science and Machine Learning in 

supporting strategic decisions, 

emphasizing their transformational 

potential as well as the limitations that 

may affect the effectiveness of their 

application in real organizational contexts. 

 

2. The Conceptual Foundations of Data 

Science and Machine Learning-Assisted 

Decisions 

Before analyzing the actual impact of these 

fields on the strategic decision-making 

process, a clear understanding of the 

fundamental concepts is necessary. 

1 

mailto:jaleaelena20@stud.ase.ro
mailto:vladutamarian20@stud.ase.ro


Database Systems Journal vol. XVI/2025  99 

 

 

Data Science is an interdisciplinary field 

that integrates statistical methods, machine 

learning algorithms, data processing 

procedures, and interactive visualization, 

with the goal of extracting useful 

knowledge from large volumes of data. 

This field brings together expertise from 

mathematics, computer science, data 

science, and domain knowledge, being 

oriented towards solving real-world 

problems based on data analysis [4]. 

An essential element of Data Science is the 

analytical pipeline process, which involves 

several stages: data collection and 

cleaning, data exploration and 

understanding, predictive modeling, and 

model performance evaluation. In practice, 

Data Science aims to transform raw data 

into actionable information for decision-

making. 

Within this ecosystem, Machine Learning 

(ML) represents a specialized subset that 

focuses on developing algorithms capable 

of "learning" from historical data to make 

automatic predictions or classifications. 

ML is based on statistical and 

computational principles and includes 

techniques such as linear regression, 

decision trees, neural networks, or 

ensemble algorithms [5]. 

Unlike classical programming, where the 

logic is explicitly written by the developer, 

in Machine Learning the model learns 

automatically based on examples and 

generalizes new behaviors. This ability 

makes ML extremely valuable in contexts 

such as sales forecasting, risk analysis, or 

service personalization [6]. 

Although different in approach, Data 

Science and Machine Learning are 

complementary and work together to 

support modern decision-making 

processes, especially in organizations 

focused on innovation and strategic 

adaptability. 

Currently, the applications of Data Science 

and Machine Learning go beyond the 

technical sphere and penetrate all 

organizational levels. From optimizing 

supply chains and analyzing customer 

behavior to supporting strategic 

management decisions, these technologies 

are increasingly becoming an integral part 

of companies' operational infrastructure. 

This is reflected not only in technological 

investments but also in skill requirements: 

many organizations already require 

decision-makers to have a basic 

understanding of data modeling, 

evaluation, and interpretation concepts. 

Moreover, the increasing accessibility of 

open-source tools (such as Python, R, 

Jupyter Notebooks, scikit-learn, or 

TensorFlow) is democratizing the 

analytical process and paving the way 

toward a data-driven organizational 

culture. This culture involves not only 

using data to support decisions but also 

developing an analytical mindset within 

teams, where data is critically interpreted, 

models are validated, and intuition is 

complemented by statistical rigor. 

Thus, the theoretical understanding of Data 

Science and Machine Learning is not 

merely an academic component, but a 

practical necessity for professionals 

involved in decision-making. These 

disciplines form the conceptual and 

operational framework of the new 

decision-making paradigms, based on 

knowledge, automation, and adaptability. 

 

3. Decision-Making Models and the 

Evolution from Business Intelligence to 

Data Science 

The decision-making process within 

organizations has undergone significant 

transformation over the past two decades, 

alongside the evolution of technologies for 

data collection, storage, and analysis. In 

the past, strategic decisions were based on 

managers' experience, monthly accounting 

reports, and empirical observations. 

Although sometimes effective, this 

approach was often subjective and 

reactive, lacking the ability to anticipate 

future developments. 

With the emergence of decision support 

information systems, the concept of 

Business Intelligence (BI) was born—a set 
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of tools and methodologies that enables 

the organization, analysis, and 

visualization of historical data in a way 

that is accessible to decision-makers. BI 

primarily provides descriptive analysis: 

what happened, where variations occurred, 

how key indicators performed [7]. 

However, Business Intelligence remains 

limited to what can be described 

retrospectively. In a dynamic business 

environment, companies can no longer 

wait for monthly reports to react. This is 

where the natural evolution toward Data 

Science comes into play, adding predictive 

and prescriptive capabilities. By 

integrating Machine Learning techniques, 

advanced statistical models, and automated 

knowledge extraction processes from data, 

organizations can anticipate behaviors, 

identify risks in advance, or propose 

optimized actions [8]. 

The major difference between BI and DS 

is the level of autonomy and added value 

in the decision-making process. While BI 

requires human interpretation of reports, 

DS provides automated recommendations, 

quantifiable predictions, and continuous 

learning. Moreover, Data Science is not 

limited to structured data (e.g., databases) 

but also integrates unstructured data (text, 

images, sound), allowing for a much 

deeper contextual understanding. 

This is clearly illustrated in the figure 

below: 

 

 
 

Fig. 1. The Transition from BI to DS in Decision-

Making 

In the figure above, we can observe the 

natural transition from descriptive systems 

to those that not only explain the past but 

also model the future. At the same time, 

Data Science enables decision 

personalization at the level of the 

customer, product, or moment, increasing 

efficiency and relevance. 

Another important aspect is the real-time 

integration of data, made possible by Big 

Data and Cloud infrastructure, which 

transforms decisions from periodic 

processes into continuous flows, assisted 

by algorithms that constantly learn and 

adapt [9]. 

This transformation does not completely 

eliminate the human factor but elevates it 

to a higher level: from manual analysis to 

the validation of automatically generated 

proposals. Thus, Data Science not only 

supports decision-making but transforms it 

into a systematic, repeatable, and scalable 

process. 

In this context, it is important to 

understand not only the benefits brought 

by these new approaches but also how they 

differ conceptually and functionally from 

traditional methods. Although many 

organizations use the terms Business 

Intelligence and Data Science 

interchangeably, in reality, there are 

significant differences in purpose, 

methodology, and decision-making 

impact. 

For a better understanding of the essential 

differences between the two paradigms, 

Business Intelligence and Data Science, a 

synthetic comparison of their main 

characteristics is useful: 

 

Table 1. Comparison Between Business Intelligence and Data Science in the Decision-Making Process 

Characteristic Business Intelligence (BI) Data Science (DS) 
 Type of analysis  Descriptive  Predictive and prescriptive 

 Data used Structured, historical 
 

Structured and unstructured 
 

Decision frequency 
 

Periodic (e.g., monthly) 
 

Continuous / real-time 
 

Level of automation 
 

Low – requires human interpretation 
 

High – automatic capabilities 
 

 Output  Reports, dashboards 
Predictive models, 

recommendations, simulations 
 

 Data sources 

 
 Internal  Internal + external 
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The table highlights the fact that although 

BI and DS can coexist within the same 

organization, they serve different purposes 

and address distinct needs. Business 

Intelligence provides clarity about the past, 

while Data Science opens up perspectives 

on the future. The integration of both 

approaches can bring a significant 

competitive advantage to organizations 

that aspire to make intelligent, fast, and 

data-driven decisions. 

Moreover, unlike Business Intelligence, 

which provides punctual and static 

decision support, Data Science enables the 

construction of adaptive decision systems 

capable of automatically adjusting as new 

data emerges or contextual parameters 

change. This flexibility is crucial in 

dynamic industries such as e-commerce, 

financial services, or logistics, where 

reaction times must be minimal and the 

level of personalization, maximal. 

Last but not least, Data Science brings 

about a fundamental mindset shift within 

organizations. While BI encourages 

reactive thinking based on past results, 

ML- and AI-based approaches promote a 

proactive decision-making culture centered 

on anticipation, continuous testing, and 

iterative optimization. In this way, data is 

no longer just a tool for justifying 

decisions, but becomes an essential 

element in building future strategies. 

 

4. The Role of Machine Learning in 

Strategic Decision-Making 

In an increasingly complex organizational 

environment, the ability to make fast, well-

founded, and adaptable decisions becomes 

essential. In this context, Machine 

Learning (ML) plays a central role by 

enabling information systems to 

automatically learn from data, identify 

patterns, and make predictions with a high 

degree of accuracy. This offers much more 

dynamic and efficient decision support 

compared to traditional methods. ML is 

used in strategic decision-making across 

multiple areas of activity, such as customer 

behavior analysis, fraud detection, sales 

forecasting, supply chain optimization, or 

financial risk assessment. Models can be 

trained to recognize complex scenarios, 

understand multiple variables, and deliver 

results in real time—key elements in a 

modern decision-making ecosystem. 

One of the most important advantages of 

ML is its ability to generalize. Unlike fixed 

rules, machine learning models can adapt 

to new, unfamiliar data, making them 

useful in volatile or unforeseen contexts. 

Additionally, models can be constantly 

recalibrated as new data accumulates, 

keeping decisions relevant and up to date. 

To understand how this type of decision 

support works in practice, we present 

below a general workflow for an ML-

assisted decision system. 

 
Fig. 2. Machine Learning-Assisted Decision 

Workflow 
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This model enables evidence-based, 

automated, and scalable decision-making, 

significantly reducing the time required for 

manual analysis. Moreover, integrating 

these models into dashboard platforms or 

ERP systems allows results to be 

accessible to managers without advanced 

technical knowledge, thus democratizing 

the decision-making process. 

However, the success of applying ML in 

decision-making depends on several 

factors: data quality, model 

interpretability, integration with 

organizational processes, and, last but not 

least, user trust in automated systems. 

 

5. Advantages and Potential in Modern 

Organizations 

The integration of technologies based on 

Data Science and Machine Learning into 

decision-making processes brings a series 

of significant advantages, both from an 

operational and strategic perspective. 

According to a recent study conducted by 

Venkatapathi and Vishnuvardhan (2025), 

organizations that actively implement 

these technologies have reported 

considerable increases in efficiency, 

prediction accuracy, and response speed in 

decision-making [10]. For example, the 

adoption of these technologies has led to: 

- up to a 30% increase in sales forecast 

accuracy; 

- a 25% reduction in losses caused by 

fraud in financial systems; 

- acceleration of the decision-making 

cycle in organizations with advanced 

digital infrastructure. 

 

These benefits are noticeable in the 

increased efficiency of processes, the 

ability to personalize offers, and the 

reduction of response time to 

environmental changes. 

A major advantage is the automation of 

recurring decisions. ML models can be 

trained on historical data to recognize 

patterns and make decisions without 

human intervention, significantly reducing 

the effort required for repetitive activities 

(e.g., automatic credit approval, fraud 

detection, or product recommendation). 

Secondly, ML-based systems allow for 

high scalability: once developed, a model 

can be applied simultaneously across 

multiple areas of activity without requiring 

major adjustments. As a result, marginal 

costs decrease, and the benefits can extend 

across the entire organization. 

Additionally, Data Science enables 

advanced decision personalization by 

integrating unstructured data such as 

website behavior, reviews, social media 

data, or even audio feedback. This level of 

granularity leads to a deeper understanding 

of customers and to decisions with greater 

impact in customer relations. 

Another essential aspect is the ability of 

these technologies to identify opportunities 

and risks that are not obvious through 

classical analysis. For example, clustering 

models can detect new customer segments, 

and anomaly detection algorithms can flag 

subtle deviations from normal behaviors in 

financial or operational data. 

In the figure below, some of the most 

important areas where Machine Learning 

brings strategic value to organizations are 

summarized: 

 

 
 

Fig. 3. Strategic Application Areas of ML in 

Organizations 

 

Last but not least, the use of these tools 

contributes to the development of a data-

driven organizational culture, where 

intuition is complemented by evidence and 

decision-making becomes an iterative 

process supported by technology. This 

fosters innovation, transparency, and 

adaptability—essential qualities in a 
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constantly changing economic 

environment. 

 

6. Limits, Risks, and Ethics of Using ML 

in Decision-Making 

Although Machine Learning offers 

multiple benefits in strategic decision-

making, the use of these technologies 

raises several important issues related to 

technical limitations, operational risks, and 

ethical dilemmas. A critical understanding 

of these aspects is essential for responsible 

and effective implementation. 

One of the most discussed limitations is 

the dependence on high-quality data. ML 

models are heavily influenced by the 

datasets on which they are trained. 

Incomplete, biased, or irrelevant data can 

lead to incorrect or even dangerous 

decisions. For example, in the case of 

automated recruitment systems, a model 

trained on biased historical data may 

perpetuate gender or ethnic discrimination 

without users being aware [11]. 

Another critical aspect is the lack of 

transparency (a phenomenon known as 

“black-box models”). In many cases, 

complex models such as neural networks 

cannot intuitively explain *why* a certain 

prediction was made. This raises serious 

concerns in sensitive fields such as 

medicine or justice, where trust and 

accountability are essential. 

There are also risks associated with the 

automation of decisions without human 

intervention, which can lead to a loss of 

control over the decision-making process 

or the amplification of errors. It is 

important that models be used as support 

tools, not as replacements for human 

reasoning, especially in situations with a 

high degree of uncertainty or ambiguity. 

In addition, as ML is increasingly 

deployed on a large scale, there is an 

urgent need for algorithmic governance 

frameworks that establish clear rules 

regarding decision-making responsibility. 

When an erroneous decision made by an 

algorithm leads to negative 

consequences—for example, a denied loan 

or a misdiagnosed medical condition—it 

becomes difficult to determine who is 

accountable: the algorithm developer, the 

organization using it, or the model itself? 

Therefore, organizations must implement 

policies for periodic model auditing, 

ensure transparency, and establish internal 

ethics committees capable of evaluating 

and regulating the impact of these 

technologies on the human factors 

involved. 

From an ethical standpoint, the discussion 

becomes even more complex. Questions 

arise regarding data privacy, user consent, 

the accountability of automated decisions, 

and even the right to explanation (a 

concept promoted by European AI and 

GDPR regulations). 

In the following figure, the main risks and 

limitations associated with the use of 

Machine Learning in decision-making 

processes are summarized: 

 
Table 2. Main Risks and Challenges in Using ML 

for Strategic Decision-Making 

Category Consequence 

Biased data 

Models perpetuate 

inequalities; discriminatory or 

incorrect decisions 

Lack of transparency (black-

box) 

Inability to justify decisions; 

loss of trust from stakeholders 

Low data quality 
Erroneous predictions; poor 
model performance in real 

applications 
 

Lack of model updating 
Models become irrelevant 

over time; decisions based on 

outdated patterns 

Excessive automation 
Lack of human control; risk 

of propagating systemic 

errors 

Ethical and legal issues 
Violation of privacy and 
GDPR; lawsuits or legal 

sanctions 

 

Beyond the risks identified at a theoretical 

level, real-world experience within 

organizations reveals a clear gap between 

the perceived usefulness and the actual 

trust in ML-assisted decisions. According 

to recent studies (PwC, IEEE), most 

organizations acknowledge the potential of 

these technologies, yet hesitate to fully 

transfer critical decisions to algorithms. 
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Fig. 4. User Perception of Transparency and Trust 

in ML-Assisted Decisions [12] 

 

This data highlights the importance of 

building a solid ethical and operational 

framework in which ML models are 

continuously validated, explainable, and 

integrated into decision-making processes 

where the human factor has the final say. 

Without this balance, the use of algorithms 

may generate more uncertainty than 

clarity. 

 

7. Case Studies and Examples 

To understand the concrete impact of Data 

Science and Machine Learning 

technologies on the decision-making 

process, it is useful to analyze a few real 

case studies and applied examples in 

various organizational contexts. These 

highlight how machine learning models 

can bring added value to decision-making, 

as well as the practical challenges 

encountered during implementation. 

 

1. Automated Credit Scoring – JPMorgan 

Chase (Financial Sector) 

JPMorgan Chase is one of the largest 

financial institutions in the world and a 

leader in adopting artificial intelligence 

solutions. To streamline the credit risk 

assessment process, the bank developed 

models based on Random Forest and 

Gradient Boosting algorithms, which 

analyze hundreds of variables to estimate 

the probability of default. 

The model largely replaced traditional 

static scoring systems and proved to be 

much more flexible and accurate in the 

volatile post-pandemic economic context. 

The system enables real-time evaluation of 

credit applications, with reduced response 

time and increased adaptability to new 

customer behaviors. 

Following the implementation of these 

models, the bank reported a 20% reduction 

in non-performing loans and a 12% 

increase in the number of eligible 

customers, indicating a direct impact on 

profitability and operational efficiency 

[13]. 

 

2. AI-Assisted Medical Diagnosis – IBM 

Watson Health (Medical Sector) 

The IBM Watson Health system was 

designed to support physicians in making 

complex clinical decisions. Watson 

analyzes millions of scientific articles, the 

patient's medical history, clinical data, and 

test results to recommend personalized 

treatment options, especially in oncology. 

In a pilot study conducted in the United 

States, Watson identified alternative 

treatments in 30% of advanced cancer 

cases, offering options that had not 

previously been considered by medical 

teams. This type of assistance can be vital 

in cases where quick and well-informed 

decisions save lives. 

However, the technology has also faced 

challenges, such as difficulties integrating 

into existing clinical workflows, the need 

for standardized data, and trust issues from 

medical staff. Even so, Watson remains a 

benchmark in ML-based decision support 

in the medical field [14]. 

 

3. Personalized Recommendations – 

Amazon (E-commerce Sector) 

Amazon uses some of the most 

sophisticated Machine Learning-based 

recommendation systems in the world. The 

algorithms analyze behavioral data in real 

time: search history, purchases, ratings, 

time spent on a page, abandoned carts, etc. 

By using collaborative filtering methods, 

neural networks, and reinforcement 

learning, Amazon can accurately predict 

which product is most relevant for each 

user. 
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The system is responsible for 

approximately 35% of the sales generated 

on the platform, demonstrating a direct 

impact on strategic business decisions: 

inventory, marketing campaigns, and 

interface design [15]. 

This application shows how ML can 

transform a mundane decision-making 

process into an autonomous, adaptive, and 

highly profitable system. 

 

4. Facial Recognition – Metropolitan 

Police London (Public Security Sector) 

The Metropolitan Police in London has 

tested and implemented a real-time facial 

recognition (RTFR) system to detect 

individuals wanted by authorities in public 

spaces. Smart cameras are connected to a 

database containing photographs of 

suspects, and the system automatically 

flags matches. 

In an official test conducted in 2020, the 

system correctly identified 8 out of 10 

individuals in the database. However, the 

implementation was criticized by human 

rights organizations, which pointed out 

potential issues of racial bias and lack of 

public consent. 

This application raises important questions 

about the balance between efficiency and 

civil liberties, being a clear example of the 

ethical challenges associated with the use 

of ML in sensitive public spaces [16]. 

 

5. Netflix – Personalized 

Recommendation System 

Netflix has become emblematic for the use 

of Machine Learning in personalizing 

multimedia content. Its hybrid 

recommendation system combines 

collaborative filtering, clustering, NLP (for 

movie descriptions), and deep learning to 

anticipate each user's preferences. 

The academic paper by Gomez-Uribe & 

Hunt (2015) details how Netflix's 

algorithms continuously evolve, learning 

from user interactions to decide not only 

what content to recommend but also how 

to visually present it. The result? Viewing 

time increases, churn decreases, and the 

value per user rises consistently [17]. 

It is one of the best commercial examples 

of a strategic decision fully guided by ML 

in real time. 

 

6. Biometric Surveillance – China (ML 

Applications in Public Security) 

In China, facial recognition and behavioral 

analysis technologies are used on an 

unprecedented scale. Millions of cameras 

connected to ML systems monitor traffic, 

citizen movements, and public interactions 

in cities such as Beijing, Hangzhou, and 

Shenzhen. 

These systems are integrated into social 

scoring projects, where citizens' behavior 

influences access to services, credit, or 

even travel freedoms. Although the 

systems have significantly reduced certain 

types of crime, they have been criticized 

by the international community for lack of 

transparency, excessive surveillance, and 

the risk of abuse [18]. 

It is an extremely influential example of 

how Machine Learning can change the 

decision-making architecture at the state 

level, not just within companies. 

These examples highlight that ML is 

already integrated into high-impact 

decisions, from finance and medicine to 

security and entertainment. At the same 

time, they emphasize the need for a 

balance between efficiency, ethics, and 

regulation, especially when decisions 

directly affect individuals or entire 

societies. 

 

8. Emerging Applications and Future 

Trends in ML-Based Decision-Making. 

The Role and Importance of 

Explainable AI (XAI) in Decision-

Making 

As Machine Learning becomes 

increasingly integrated into organizations’ 

decision-making processes, new directions 

in research and development are emerging 

that could radically transform how 

decisions are generated, explained, and 

executed. 
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One notable trend is the development of 

Explainable AI (XAI) technologies aimed 

at making models more transparent and 

easier to understand. This aspect is crucial 

in sectors such as healthcare, justice, or 

finance, where automated decisions must 

be justifiable to clients, authorities, or 

courts [19]. 

One of the most pressing current topics in 

the field of algorithm-assisted decisions is 

the need for transparency and 

understanding of how a Machine Learning 

model arrives at a certain conclusion. This 

emerging field is known as Explainable 

Artificial Intelligence (XAI) and seeks to 

answer the fundamental question: “Why 

did the model make this decision?” 

Modern models, such as neural networks 

or ensembles, are often considered “black 

boxes.” Although high-performing, they 

cannot explain their decisions in human-

understandable terms. This limits their 

trust and acceptability in critical contexts 

such as recruitment, healthcare, or judicial 

systems [20]. 

To address this issue, interpretability 

techniques are used, such as: 

- SHAP (SHapley Additive 

exPlanations), which evaluates the 

contribution of each feature to the 

prediction; 

- LIME (Local Interpretable Model-

agnostic Explanations), which 

provides local explanations through 

simple models; 

- Surrogate Models, interpretable 

models that mimic the behavior of a 

complex model. 

 

These methods are integrated into modern 

platforms to provide auditability, 

traceability, and trust. At the same time, 

XAI is becoming increasingly important in 

light of regulations such as the GDPR and 

the AI Act, which require that automated 

decisions affecting individuals must be 

justifiable [21]. 

Thus, XAI is not just a technological 

enhancement, but an essential condition 

for ethical, responsible, and acceptable 

artificial intelligence in organizational 

environments. 

Organizations are also turning their 

attention to autonomous decision-making 

systems, capable not only of proposing 

actions but also of implementing them in 

real time. These systems are powered by 

Big Data infrastructures and continuous 

learning algorithms, with feedback from 

the operational environment. In logistics, 

for example, such systems can 

automatically reroute fleets based on real-

time weather or traffic conditions. 

Another emerging field is the use of 

generative models and conversational 

artificial intelligence (e.g., LLMs like 

ChatGPT) in decision support. These 

models not only analyze data but can also 

synthesize reports, explain results, or 

generate alternative scenarios, offering 

active support in strategic decision-

making. 

Moreover, there is growing interest in 

integrating ML into ESG (Environmental, 

Social, and Governance) initiatives to 

optimize energy consumption, detect 

unethical practices, or assess the social 

impact of decisions. In this way, 

algorithms become tools for responsibility, 

not just for efficiency. 

In the near future, the emergence of hybrid 

decision-making ecosystems is anticipated, 

where artificial intelligence and the human 

factor collaborate continuously. Decisions 

will no longer be either automated or 

human-made but will result from a synergy 

in which algorithms learn from human 

judgment, and humans rely on the 

analytical power of ML. 

 

9. Methodologies for Evaluating the 

Performance of Machine Learning 

Models 

Evaluating the performance of machine 

learning models is crucial in the context of 

strategic decision-making, as it builds trust 

in the predictions and recommendations 

generated automatically. There are several 

standard methods and metrics used for 
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model evaluation, among which the most 

important are: 

- Accuracy 

- Precision 

- Recall (Sensitivity) 

- F1-Score 

- Confusion Matrix 

- ROC Curve and AUC Indicator (ROC-

AUC) 

 

In the following, we will detail these 

methods and their practical importance 

within decision-making processes. 

 

Accuracy 

Accuracy represents the percentage of total 

correct predictions made by the model out 

of the total number of predictions. It is the 

simplest and most intuitive metric, often 

used as a starting point in evaluating a 

model’s performance [22]. However, 

accuracy can be misleading in the case of 

imbalanced datasets, where one class 

strongly outweighs the other [23]. 

 

Precision 

Precision indicates the proportion of 

positive predictions that are actually 

correct, and it is essential in contexts 

where false positives are costly. For 

example, in credit risk assessment, high 

precision is vital to avoid unjustified loan 

approvals for high-risk individuals [24]. 

 

Recall (Sensitivity) 

Recall shows the proportion of actual 

positive cases correctly identified by the 

model. It is critical in situations where 

false negatives are extremely important, 

such as in medical diagnosis or fraud 

detection, where identifying as many 

positive cases as possible is crucial. 

 

F1-Score 

The F1-Score is the harmonic mean 

between precision and recall. It is used to 

obtain a balanced evaluation, especially 

when there is a significant difference 

between the number of false positives and 

false negatives. Thus, the F1-Score is 

suitable for situations where a balanced 

trade-off between precision and recall is 

desired. 

 

Confusion Matrix 

The confusion matrix is a table that 

provides a detailed view of the model’s 

performance. It shows the number of 

correct and incorrect predictions split 

across classes (positive/negative), and is 

useful for understanding the specific types 

of errors the model makes. This method is 

widely used for in-depth performance 

diagnostics of models. 

 

ROC Curve and AUC Indicator (ROC-

AUC) 

Receiver Operating Characteristic and the 

Area Under Curve indicator measure a 

model’s ability to differentiate between 

positive and negative classes at various 

decision thresholds. An AUC value close 

to 1 indicates excellent performance, while 

a value of 0.5 indicates a model that is no 

better than random guessing. This method 

is widely used for the overall evaluation of 

predictive model performance across 

various industries. 

 

10. The Impact of Big Data and Cloud 

Computing on Strategic Decision-

Making Powered by Machine Learning 

In the digital transformation era, Big Data 

and Cloud Computing have become 

foundational pillars enabling organizations 

to implement machine learning (ML) at 

scale. These technologies significantly 

enhance the speed, accuracy, and 

adaptability of strategic decision-making 

processes. In this section, we explore their 

combined role in supporting data-driven 

decisions. 

 

The 5Vs of Big Data and Their Influence 

on Machine Learning 

Originally conceptualized through three 

dimensions (Volume, Velocity, and 

Variety), the Big Data paradigm has 

evolved to include five core 
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characteristics, known as the 5Vs [25], 

[26]: 

- Volume: Refers to the massive scale of 

data generated daily from sensors, 

transactions, user interactions, and 

digital platforms. ML algorithms 

require large datasets to identify 

complex patterns and ensure high 

model generalizability. 

- Velocity: Represents the speed at 

which data is generated, transmitted, 

and must be processed. Real-time data 

streams are critical in sectors such as 

finance or logistics, where immediate 

decisions are necessary. 

- Variety: Describes the diversity of 

data formats-structured (e.g., 

databases), semi-structured (e.g., 

XML, JSON), and unstructured (e.g., 

video, audio, social media). Modern 

ML systems can integrate multimodal 

data sources to produce more robust 

insights. 

- Veracity: Denotes the trustworthiness 

and quality of data. Inaccurate or 

biased data can lead to unreliable 

model predictions. Thus, data 

preprocessing and validation are 

essential stages in the ML pipeline. 

- Value: Emphasizes the importance of 

extracting actionable insights from 

data. Data in itself holds no strategic 

utility unless transformed into 

knowledge that supports business goals 

[27]. 

 

Machine learning leverages these 

characteristics to derive predictive and 

prescriptive analytics, enabling 

organizations to anticipate trends, optimize 

resources, and identify risks proactively 

[28]. 

 

The Role of Cloud Computing in Strategic 

Decision-Making 

Cloud computing provides a scalable, cost-

effective, and accessible infrastructure for 

building and deploying machine learning 

solutions. Public cloud platforms such as 

Amazon Web Services (AWS), Google 

Cloud Platform (GCP), and Microsoft 

Azure offer pre-built ML services and 

computing power that are essential for 

handling large-scale data processing tasks 

[29]. 

The main strategic benefits of cloud 

computing include: 

- Elastic scalability: Organizations can 

dynamically allocate computing 

resources based on demand, reducing 

costs and improving performance. 

- Pay-as-you-go model: Eliminates the 

need for capital-intensive hardware 

investments, allowing firms to 

experiment and scale ML projects 

efficiently. 

- Global accessibility: Cloud 

infrastructure enables seamless 

collaboration and distributed access to 

models and data, supporting agile 

decision-making. 

- Tool integration: Major cloud 

providers offer end-to-end platforms 

for ML workflows, data ingestion, 

model training, deployment, and 

monitoring, all in one environment 

[30]. 

Cloud computing lowers the entry barriers 

for implementing ML, making it accessible 

even to small and medium enterprises 

seeking data-driven competitiveness. 

 

The Synergy of Big Data and Cloud 

Computing in ML-Powered Decision-

Making 

The convergence of Big Data and cloud 

infrastructure has created a powerful 

technological ecosystem that supports 

data-intensive machine learning 

applications. High-velocity and high-

volume datasets can be stored and 

processed in real time using cloud-native 

tools, enabling faster insights and decision 

cycles. 

A notable example is JPMorgan Chase, 

which utilizes cloud-based ML models to 

detect credit risk, prevent fraud, and 

optimize customer services based on 

predictive analytics. By integrating 

financial and behavioral data at scale, the 
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institution can adjust strategies 

dynamically in response to market signals 

[31]. 

In conclusion, the fusion of Big Data and 

cloud computing significantly amplifies 

the strategic value of machine learning. 

These technologies empower organizations 

to become more responsive, personalized, 

and data-driven in their operations, 

characteristics essential in an era of 

complexity and digital acceleration. 

 

11. Legal and Regulatory Frameworks 

for the Use of Artificial Intelligence in 

Strategic Decision-Making 

As artificial intelligence (AI) and machine 

learning (ML) systems become 

increasingly embedded in strategic 

decision-making processes, the need for 

clear legal and ethical governance is more 

urgent than ever. The absence of well-

defined regulations can result in bias, 

discrimination, lack of accountability, and 

erosion of public trust. Thus, legal 

compliance is not just a technical concern 

but a strategic imperative. 

 

European Legislation: The AI Act and 

GDPR 

The European Union has taken a leading 

role in shaping legal frameworks for 

trustworthy AI. In April 2021, the 

European Commission proposed the 

Artificial Intelligence Act (AI Act), the 

first regulatory framework in the world to 

comprehensively govern AI technologies 

[32]. The Act introduces a risk-based 

classification system that divides AI 

systems into four categories: 

- Unacceptable risk – applications that 

are strictly prohibited (e.g., subliminal 

manipulation, social scoring); 

- High risk – systems used in sensitive 

domains such as finance, recruitment, 

and justice, which must comply with 

rigorous obligations including 

transparency, risk assessment, 

documentation, and human oversight; 

- Limited risk – applications that 

require only basic transparency (e.g., 

chatbots that must disclose they are not 

human); 

- Minimal risk – systems with 

negligible legal concerns, such as spam 

filters or video game AI. 

High-risk systems, often used in strategic 

business decision-making, are subject to 

continuous monitoring, bias testing, and 

explainability requirements. Organizations 

must also implement mechanisms for 

human review and document the 

development and deployment lifecycle of 

ML models. 

Complementing the AI Act, the General 

Data Protection Regulation (GDPR) 

already provides key protections regarding 

automated decision-making. Article 22 of 

GDPR gives individuals the right not to be 

subject to decisions based solely on 

automated processing that significantly 

affects them. It also grants them the right 

to receive a meaningful explanation of the 

logic involved [33]. These provisions 

compel organizations to use interpretable 

ML models or adopt Explainable AI (XAI) 

techniques to maintain transparency and 

accountability [34]. 

 

Global Regulations and Emerging Ethical 

Standards 

Beyond the European context, other 

countries and organizations have also 

begun shaping AI governance. In the 

United States, while no federal AI law 

currently exists, the White House 

Blueprint for an AI Bill of Rights (2022) 

outlines five guiding principles for ethical 

AI [35]: 

1. Safe and effective systems; 

2. Protection from algorithmic 

discrimination; 

3. Data privacy and agency; 

4. Notice and explanation of AI 

decisions; 

5. Human alternatives and fallback 

mechanisms. 

 

Meanwhile, in the United Kingdom, the 

Information Commissioner’s Office (ICO) 

has published detailed guidance on 
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algorithmic transparency, particularly for 

high-stakes applications like hiring, loan 

approval, or access to public services [36]. 

Global bodies such as the IEEE and the 

OECD have also issued AI ethics 

guidelines. Their key principles include 

fairness, explainability, human agency, 

technical robustness, and privacy 

protection [37], [38]. These frameworks 

aim to build public trust and encourage 

responsible AI deployment across sectors. 

 

12. Strategic Implications of AI 

Regulation 

Beyond legal compliance, these regulatory 

frameworks influence how companies 

design and deploy AI models for strategic 

decision-making. Key organizational 

responsibilities include: 

- Ensuring algorithmic transparency and 

interpretability, especially in regulated 

industries; 

- Integrating human-in-the-loop controls 

for all high-risk decision processes; 

- Maintaining comprehensive 

documentation of model training, 

validation, and deployment; 

- Establishing AI governance structures, 

such as ethics boards and independent 

audits. 

Failure to comply may lead to severe 

penalties. For example, under GDPR, 

violations can result in fines of up to €20 

million or 4% of the global annual 

revenue, highlighting that AI compliance 

is a business risk as much as a legal one. 

 

13. Conclusions 

In an organizational environment marked 

by uncertainty, volatility, and pressure for 

rapid decision-making, technologies based 

on Data Science and Machine Learning 

offer increasingly compelling solutions for 

the automation, optimization, and 

grounding of strategic decisions. 

This paper highlighted how these 

technologies are transforming the decision-

making process: from traditional 

descriptive reporting (Business 

Intelligence) to predictive and prescriptive 

models capable of generating real-time 

insights. The analyzed case studies 

demonstrate the practical applicability of 

ML in fields such as finance, healthcare, 

public security, and digital commerce, 

offering not only operational efficiency but 

also long-term strategic value. 

At the same time, the analysis of risks and 

limitations emphasized the need for a 

balance between performance and ethics. 

Issues such as lack of transparency, data 

bias, privacy, or lack of decision-making 

accountability can compromise not only 

the quality of the decision but also trust in 

the organization as a whole. In this 

context, initiatives like Explainable AI and 

the development of an algorithmic 

governance framework become essential 

for the sustainable use of these 

technologies. 

A key direction for the future is not just 

improving the models themselves, but 

enabling organizations to build augmented 

decision-making processes, in which the 

human factor, contextual experience, and 

professional intuition are complemented—

not replaced—by automated analysis. This 

requires investment not only in technology 

but also in organizational culture, 

education, and the development of 

advanced digital skills. 

Furthermore, a deeper integration of ML 

into strategic planning systems is 

expected, through the generation of 

simulations, scenarios, and real-time risk 

assessments. Organizations will need to 

adopt an iterative decision-making model, 

in which outcomes are constantly tested 

and adjusted based on feedback and 

context. Decision-making will no longer 

be a fixed point, but an adaptive and 

intelligent process. 

Ultimately, the use of ML in strategic 

decision-making should not be viewed as a 

technological revolution in itself, but as an 

evolution in the way organizations learn, 

adapt, and envision the future. Through 

responsible, transparent application 

focused on delivering real added value, 

these technologies can become a key pillar 
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of competitiveness and sustainability in the 

digital economy. 

Beyond the obvious benefits brought by 

machine learning models, such as 

improved accuracy and decision 

efficiency, it is critical to understand how 

these models must be evaluated, regulated, 

and technologically supported to ensure 

long-term sustainability. 

We observed that rigorous evaluation of 

algorithm performance is not only a 

technical necessity but also a strategic one. 

Metrics like precision, F1-score, and AUC 

directly contribute to the credibility of 

automated decisions and the trust of 

stakeholders in these systems. 

Additionally, Big Data and Cloud 

Computing ecosystems provide the 

essential infrastructure for scalability, 

accessibility, and responsiveness in 

implementing ML models across 

organizations. 

At the same time, international regulations, 

especially the AI Act and GDPR, define 

the ethical and legal boundaries of 

automated decision-making. As a result, 

companies can no longer overlook 

requirements related to transparency, 

explainability, and data protection. 

Compliance with such regulations not only 

mitigates legal risks but also becomes a 

competitive differentiator in an 

environment where technological 

accountability is increasingly demanded. 

In conclusion, the use of machine learning 

in strategic decision-making should not be 

viewed solely through the lens of 

algorithmic performance, but rather as a 

process governed by ethical principles, 

legal frameworks, and robust 

infrastructure. The success of these 

technologies ultimately depends on 

achieving a balance between innovation 

and responsibility. 
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