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The article explores the area of adaptive learning and proposes a taxonomy for supporting 

STEM teaching in schools and universities. The approach is based on the hypothesis that AI 

can improve the learning process by mapping the curriculum on a taxonomy that is used to 

create an individual knowledge map for each learner. The authors provide a detailed 

proposal of such a taxonomy for the area of cybersecurity at an undergraduate and master’s 

level. It is based on a proposed EU taxonomy for cybersecurity. 
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Introduction 

In these modern times, there is a very 

fast evolution of digital technologies. 

These technologies are starting to have 

components that are more and more 

developed using artificial intelligence. 

This is one of the reasons why education 

also needs to be updated regarding the 

methods of teaching and the technologies 

used. Also, taking into consideration the 

level of automation that can be seen 

everywhere, a new need for learning 

subjects like cybersecurity starts to grow.  

The progress that has been made in the 

past few years has opened new 

opportunities for the development of 

adaptive learning systems. These systems 

have a major importance in the efficiency 

analysis because they can analyze student 

performance in real time, generate 

personalized feedback, and improve 

student engagement, besides reducing the 

teacher’s responsibilities.  

The concept of adaptive learning in 

cybersecurity education needs a 

multilayered taxonomy. This taxonomy 

would work in a beneficial way for 

anyone who uses it. It would organize the 

content in a better manner, and it would 

adapt to the needs/ level of the student. 

The taxonomy proposed in the study is 

based on three main pillars: NIST CSRC 

taxonomy, ACM Classification System, 

and the cognitive learning models (e.g., 

Bloom and Anderson). The first pillar is 

supposed to help by offering a robust 

thematic structure in the industry standards, 

while the second pillar is supposed to help 

with the academic rigor and proper coverage 

on this topic.  

By adding these three pillars into a single 

framework, we are going to create a tool for 

an infrastructure system that is able to 

deliver personalized instructions, be scalable 

for automating assessments, tracking learner 

progress, and ensuring compliance with 

international regulations (e.g., GDPR or NIS 

Directives). 

Taking all of these into consideration, this 

taxonomy is going to act as a bridge 

between technical proficiency and 

pedagogical information, helping both 

students and teachers and making them both 

more engaged in the process of education. 

 

2 Literature review 

This section contains a summary regarding 

the state-of-the-art in adaptive learning. We 

have identified a series of representative 

articles and a relevant taxonomy supported 

at the EU level. 

An extremely complex task is assessing 

student knowledge in higher education. This 

requires the combination of traditional 

methods and technology-enhanced tools. 

The former are represented by projects, 
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portfolios, and presentations. The latter 

refers to e-portfolios, simulations, and 

automated feedback systems used to 

achieve optimal outcomes. Combining 

these two categories of methods opens 

new pathways for assessment, 

interactivity, and adaptability. By 

aligning assessment tools with learning 

objectives and understanding the 

challenges associated with each method, 

educators can gain a comprehensive view 

of students’ competencies [1]. 

Student assessment is important both 

individually, for students to understand 

their progress, and collectively, to obtain 

a clear overview of the group’s current 

knowledge status. It is often impossible 

to implement an effective feedback 

system that genuinely benefits students. 

In the academic environment, this is the 

result of a large number of students per 

professor and limited resources, 

especially time. Additionally, 

occurrences of human error are to be 

expected when student work assessments 

are performed by human evaluators. This 

results in students forming a mistaken 

perception of feedback, which leads them 

to perceive it as a burden or judgment 

rather than an opportunity to improve 

their skills. 

In the case of classic feedback provided 

via online platforms, all the answers 

given to students are identical and lack 

personalization. Such feedback fails to 

pinpoint the exact mistake made by a 

student, hindering their ability to 

understand precisely what went wrong or 

how they might avoid the mistake in the 

future. Typically, an expert in the field 

must provide these general answers. 

In contrast, feedback generated by an 

LLM is automatically produced based on 

students’ answers in real time. It 

specifically addresses each student’s 

questions and identifies their mistakes. 

Additionally, it offers precise guidance 

on avoiding similar errors without expert 

intervention. This method can also be 

combined with cognitive taxonomies. 

This results in providing tailored feedback at 

various cognitive levels. 

Furthermore, metrics generated from LLM 

feedback are personalized. These enable the 

lesson content to be adapted based on 

student performance [2]. 

LMS platforms can effectively support 

students’ cognitive progress through 

explanatory and formative feedback. These 

provide clear explanations, often 

accompanied by additional helpful resources. 

The simple feedback merely states whether 

an answer is correct or incorrect. In contrast, 

explanatory feedback actively engages 

students in the learning process, clarifies 

concepts, and uses specific, real-time 

examples. These are generated by LLMs to 

help students comprehend their mistakes 

clearly and precisely. 

The real-time feedback provided to 

evaluated students can greatly assist the 

platform in identifying concepts that 

students have not yet mastered, enabling 

adaptation of lesson content according to 

each student’s needs [3]. 

Utilizing artificial intelligence-generated 

feedback can be significantly more relevant, 

timely, and efficient for students. Besides 

the fact that students who repeatedly review 

their knowledge tend to achieve better 

results compared to those who review only 

once, AI-generated feedback also relieves 

human evaluators of extra effort, saving a 

considerable amount of their time [4]. 

Adaptive learning systems have recently 

become increasingly popular due to their 

ability to customize the learning experience 

to the individual needs of each student by 

utilizing advanced algorithms for data 

analysis and performance monitoring. 

Previous research has demonstrated that 

artificial intelligence-based adaptive 

learning systems significantly improve 

students’ educational outcomes. An example 

of this is provided by the article (Sari et al., 

2024), which conducts a study involving 

300 students and 50 teachers across primary 

to higher education, with a varied 

demographic structure. This study highlights 

that adaptive learning systems such as Smart 



Database Systems Journal vol. XVI/2025  145 

 

 

Sparrow and IBM Watson Education led 

to an increase in average assessment 

scores from 68.4 to 82.7 and improved 

course completion rates [5]. 

It is an educational method that is based 

on technology to personalize the learning 

process of students. This method, 

together with artificial intelligence and 

the support of machine learning 

algorithms, adjusts the teaching methods 

and the content of the lessons that are 

displayed to the student within the 

platform, to offer him an educational 

experience that helps him understand 

much more easily all the concepts for 

which the feedback obtained from the 

evaluation was not positive. 

The Adaptive Learning method is based 

on several information accumulated 

during the evaluation by students. Among 

the information is information such as the 

current level of the student, his behavior 

at the time he receives feedback, or 

monitoring the answers to be able to 

observe any progress [6]. 

Knowledge can be modeled through a 

taxonomy, meaning hierarchical sets of 

models used to classify learning 

objectives according to their complexity 

level. Over time, multiple taxonomies 

have been developed and implemented to 

best accommodate various educational 

contexts. Due to their widespread 

popularity thus far, the taxonomies 

proposed by Bloom, Anderson, and 

Wilson have significantly impacted the 

academic world. However, due to the 

complexity of human beings and the 

human brain, there is a need to propose a 

new holistic taxonomy model of human 

thinking, which may necessitate further 

exploration in this field [7]. 

This hierarchical classification of 

learning objectives guides curriculum 

design and helps teachers formulate clear 

objectives that allow for the assessment 

of students at the cognitive level. 

The synthesized taxonomy allows for a 

non-linear and adaptive assessment of 

student progress, not only at the 

collective but also at the individual level. 

The integration of such a taxonomy within 

an educational platform offers the possibility 

of adapting the content it makes available to 

the student, depending on the feedback 

obtained by him [8]. 

Using this mathematical method, two or 

more results of the evaluation stages can be 

combined, and a final score can be 

calculated to have an accurate assessment of 

the level the student is at. After obtaining 

the weighted average, an analysis can be 

made on the results obtained, and the 

content displayed to the student further on 

the educational platform will be adapted so 

that the average is as high as possible from 

one lesson to another [9]. 

 

3 ACM Classification System 

The ACM (Association for Computing 

Machinery) taxonomy is used in computer 

science as a standardized classification 

system. It can be used to organize and label 

research topics, subfields, and subject areas. 

Researchers, academic journals, and digital 

libraries that index and facilitate the search 

and classification of scientific content are 

the main actors who use it very often [10]. 

The ACM taxonomy had a first version in 

1998. Later, the 2012 version appeared, 

which was developed as a poly-hierarchical 

ontology that can be used for semantic web 

applications. The previous version, which 

was in 1998, was used as a standard 

classification system for the field of 

computer science. It is based on a semantic 

vocabulary with a single source of 

categories and concepts and is prepared for 

structural changes that may be made in the 

future. ACM offers the possibility of using a 

tool within the virtual display format. This 

helps to apply the CCS categories to future 

work and ensures that it remains current and 

relevant. On the virtual display, users can 

see both interactive views and views of the 

classification tree [11]. The ACM taxonomy 

is organized so that general categories are 

presented first, followed by subcategories 

that are increasingly specific and focused on 

the desired topic. It presents several main 
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categories that are very relevant and 

cover major areas of computer science. 

These categories are as follows: (1) 

General and Reference, (2) Hardware, (3) 

Computer Systems Organizations, (4) 

Networks, (5) Software and its 

engineering, (6) Theory of Computation, 

(7) Mathematics of Computing, (8) 

Information systems, (9) Security and 

privacy, (10) Human-Centered 

computing, (11) Computing 

methodologies, (12) Applied Computing, 

(13) Social and professional topics. Using 

these main categories, those who want to 

use the information can have much easier 

access to it in the desired area. For 

example, if someone wants to access 

information about 3D Integrated Circuits, 

they must access the main category 

Hardware, then access the subcategory 

Integrated Circuits. Users can follow this 

example for each information need they 

have regarding a specific topic in the 

field of computer science [12]. One of the 

primary functions of the ACM taxonomy 

is to support efficient indexing and 

retrieval of scholarly content. When 

submitting an article to an ACM journal 

or conference, authors must select the 

relevant classification codes that best 

describe the subject matter of their work. 

These codes are then used by digital 

libraries (such as the ACM Digital 

Library) to categorize publications, 

making it easier for users to find material 

that is relevant to their interests [13]. 

Taxonomy also helps editors assign 

reviewers with expertise in the right 

fields, thereby improving the peer-review 

process. In addition, it is a valuable tool 

for students and researchers who want to 

identify relevant areas of research or 

explore existing classifications in a 

particular field [14]. 

The ACM taxonomy is a key element in 

standardizing the language used in 

computer science research. The way it is 

used is to promote a common vocabulary 

to make communication between 

researchers easier and to make a clearer 

documentation of scientific contributions. At 

the same time, it offers the possibility of 

analyzing research trends by examining the 

distribution of publications as benchmarks 

of taxonomy codes[15]. The ACM 

taxonomy is very often used in the 

development of automatic tools that classify 

academic works using natural language 

processing (NLP) techniques. The indexing 

process for publishers and digital platforms 

is much simplified because algorithms can 

analyze the content of a scientific article and 

suggest appropriate ACM classification 

codes [16]. 

This is a tool of increasing importance in the 

academic and research environment of 

computer science. Through the coherent and 

hierarchical organization of the field, the 

indexing, analysis, and discovery of 

scientific content is supported. The existence 

of a classification system such as the ACM 

CCS is crucial in times of exponential data 

growth. These are the ability to maintain 

clarity and efficiency in scientific 

communication [17]. 

 

4 NIST CSRC Taxonomy 

An essential basis for developing a 

structured taxonomy is the use of 

standardized classification systems. The 

taxonomies created by the National Institute 

of Standards and Technology (NIST) 

through its Computer Security Resource 

Center (CSRC) are one of the best-known in 

the field of cybersecurity [10]. The NIST 

CSRC taxonomy provides a comprehensive 

framework that covers several dimensions of 

cybersecurity. It contributes to making 

understanding, research, and development in 

this field easier. Furthermore, it helps 

identify research areas that are already well 

established while guiding future research 

directions by highlighting those that are 

under-explored. 

There are six dimensions (topics) that form 

the basis of this taxonomy: (1) Security and 

privacy, (2) Technologies, (3) Applications, 

(4) Laws and regulations, (5) Activities and 

products, and (6) sectors [18]. The first one 

covers topics such as data science for 
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security, cybersecurity, and the social and 

human side of cybersecurity. It attracts 

input from disciplines such as 

management and psychology, showing 

the field’s interdisciplinary nature [19]. 

The second dimension includes a wide 

range of technologies, among them 5G 

and 6G networks, and points to the need 

for ongoing research to address emerging 

vulnerabilities [20]. The Applications 

dimension focuses on the practical use of 

security measures in different sectors. It 

highlights the importance of context in 

developing solutions and encourages 

exploration of areas that have been little 

studied [21]. The laws and regulations 

dimension refers to the legal framework 

that governs cybersecurity practices. This 

varies by jurisdiction, and emphasizes the 

need for compliance and for regulations 

that can adapt to new threats [22]. The 

fifth dimension separates activities such 

as research, technological development, 

and public policy making, and underlines 

their dynamic character [19]. The last 

dimension classifies security efforts by 

industry, which comes with tailored 

approaches for recognizing that each 

sector faces specific challenges and rules 

[20]. 

In adaptive learning, using the NIST 

taxonomy provides a wide range of 

advantages, especially on platforms based 

on artificial intelligence. It allows a 

structured modelling of knowledge, 

which is the basis for building individual 

learner maps that can be linked to 

learning goals and automatically adapted 

to their performance and difficulties. The 

taxonomy also supports targeted 

feedback: an AI model can connect 

learners’ errors not only to the wrong 

answers, but also to specific knowledge 

areas, for example, distinguishing 

between an error in the logic of a 

cryptographic protocol and one related to 

identity-federation policy. As a result, 

feedback becomes more precise and 

educationally relevant. 

The NIST taxonomy also helps align the 

proposed AI-based STEM learning 

taxonomy with structures recognized 

worldwide. According to the report 

published by the Joint Research Centre 

(JRC) of the European Commission, titled 

“A Proposal for a European Cybersecurity 

Taxonomy” (2019), the NIST CSRC model 

was one of the most influential sources in 

shaping the European knowledge framework 

in the field [10]. 

The European taxonomy expands the NIST 

framework by integrating new rules. These 

consist of the GDPR and NIS Directive, 

which suit the legal and sector-specific 

needs of the European Union. The GDPR 

regulates how personal data is processed in 

the EU, stressing legality, transparency, and 

accountability [23], and applies to all 

entities that handle data about EU residents 

[24]. The NIS Directive, on the other hand, 

aims at the security of networks and 

information systems, placing security 

requirements and reporting duties on 

providers of essential and digital services 

[25]. 

The taxonomy we propose for learning in 

cybersecurity mixes elements from the NIST 

framework, the European model, and the 

ACM taxonomy. This aims to combine 

technological coverage, regulatory 

compliance, and sector relevance. The 

detailed structure of the NIST taxonomy is 

an ideal basis for AI learning platforms. It 

enables the assignment, adaptation, and 

dynamic assessment of educational modules. 

Additionally, it also makes it possible to link 

cognitive taxonomies (such as Bloom or 

Anderson) with thematic classifications in 

cybersecurity. Thus, learning management 

systems can adapt content not only to the 

field of expertise (for example, malware 

analysis) but also to the cognitive level 

involved (application versus evaluation). 

In conclusion, the NIST CSRC taxonomy is 

a fundamental model for organizing 

adaptive learning experiences in 

cybersecurity. Its multidimensional structure 

fits the goals of personalized learning, 

automated feedback, and knowledge 
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assessment. Despite originating from an 

American context, its relevance and solid 

design make it a valuable reference for 

creating a global educational framework 

in cybersecurity. 

 

5 Our proposed taxonomy 

To support adaptive learning in 

cybersecurity education, we propose a 

hierarchical taxonomy integrating core 

elements from the NIST CSRC 

Taxonomy and the ACM Classification 

System. This structured AI-compatible 

model enables personalized knowledge 

maps aligned with STEM goals at 

undergraduate and master’s levels. 

There are three levels of taxonomy: 

• Core domains 

• Learning subdomains 

• Cognitive learning objectives 

This structure allows curriculum content 

to be mapped to knowledge checkpoints. 

As a result, it facilitates AI-driven 

formative and personalized feedback. 

 

5.1 Core domains 

The selected core domains reflect 

comprehensive and interdisciplinary 

cybersecurity challenges. The NIST 

CSRC and ACM Classification System 

serve as the foundation, addressing key 

technological and sector-specific issues 

relevant globally: 

1. Cryptography 

2. Identity and access management 

3. Security operations and incident 

response 

4. Network security 

5. Privacy and data protection 

6. Human factors and security 

behavior 

7. Software and systems security 

 

5.2 Learning subdomains 

The second level consists of concise, 

practical subdomains designed for quick 

learning modules (approximately 2 hours 

each). This is based on reflecting immediate 

workforce needs and current organizational 

challenges, such as: 

1. Cryptography 

a. Digital signatures and 

hashing 

b. Encryption techniques 

2. Identity and access management 

a. Multi-factor authentication 

b. Authorization and access 

control models 

3. Security operations and incident 

response 

a. Incident detection and 

reporting 

b. Digital forensics basics 

4. Network security 

a. Firewalls and VPN 

b. Wireless and mobile security 

5. Privacy and data protection 

a. GDPR compliance 

b. Anonymization techniques 

6. Human factors and security behavior 

a. Phishing and social 

engineering awareness 

b. Usability and security 

practices 

7. Software and systems security 

a. Secure coding practices 

b. Vulnerability scanning and 

management 

 

5.3 Cognitive learning objectives 

At this level, each subdomain includes two 

clear objectives. These facilitate practical 

learning and highlight different skills: 

• An “Apply” objective promotes 

immediate practical skills. 

• An “Analyze/Evaluate” objective 

encourages complex situation 

analysis and critical thinking. 

Examples of objectives include vulnerability 

analysis, configuring firewall rules, applying 

anonymization techniques, and evaluating 

GDPR compliance. These support 

automated assessment and personalized 

learning paths through AI platforms. 

 

 

 



Database Systems Journal vol. XVI/2025  149 

 

 

Table 1. Cognitive learning objectives in cybersecurity education 

Subdomain Objective 1 (Apply) 

 Objective 2 (Analyze/Evaluate) 

Digital signatures and hashing Apply hashing for data integrity 

 Compare SHA-256 and SHA-1 algorithms 

Encryption techniques Apply symmetric encryption for files 

 Evaluate AES versus DES vulnerabilities 

Multi-factor authentication Configure MFA in real scenarios 

 Analyze SMS authentication risks 

Authorization and access control Apply RBAC rules in real systems 

 Compare RBAC and ABAC 

Incident detection and reporting Identify incidents using logs 

 Analyze incidents via firewall logs 

Digital forensics basics Collect digital evidence 

 Evaluate the validity of digital evidence 

Firewalls and VPN Configure basic firewall rules 

 Analyze VPN configuration-related incidents 

Wireless and mobile security Set up secure Wi-Fi networks 

 Analyze wireless protocol vulnerabilities 

GDPR compliance Identify sensitive personal data 

 Evaluate GDPR compliance in web forms 

Anonymization techniques Apply anonymization methods 

 Compare anonymization and pseudonymization 

Phishing and social engineering Identify phishing emails 

 Analyze the effectiveness of anti-phishing 

campaigns 

Usability and security practices Implement basic security controls 

 Analyze usability impacts on security 

Secure coding practices Apply OWASP principles to application code 

 Analyze code for OWASP Top 10 

vulnerabilities 

Vulnerability scanning and 

management 

Conduct vulnerability scanning 

 Evaluate the identified vulnerabilities’ criticality 

 

The proposed taxonomy integrates 

seamlessly with AI-driven adaptive 

learning platforms. Each taxonomy 

element serves as a personalized learning 

checkpoint. This allows immediate and 

targeted feedback based on identified gaps. 

Thus, the taxonomy becomes a robust tool 

for rapid and personalized learning 

improvement. 
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6 Conclusion 

This study proposes an integrative 

taxonomy designed to support adaptive 

learning in cybersecurity education, 

addressing a critical need for 

personalized, scalable, and cognitively 

aligned instructional systems. By 

unifying elements from the NIST CSRC 

taxonomy, the ACM Classification 

System, and cognitive learning models, 

we construct a robust framework capable 

of guiding both the development of 

content and the automation of formative 

assessment within AI-based educational 

platforms. 

The taxonomy’s hierarchical structure - 

comprising core domains, focused 

subdomains, and cognitive learning 

objectives - enables the construction of 

individualized learning maps that respond 

dynamically to student performance. 

Through this structure, educators and 

systems alike can more effectively 

deliver targeted feedback, monitor 

conceptual understanding, and adjust 

instructional strategies in real time. 

Importantly, the taxonomy supports 

alignment with regulatory standards such 

as the GDPR and the NIS Directive, 

ensuring that the educational content is 

not only pedagogically sound but also 

compliant with legal and ethical 

requirements relevant to cybersecurity. 

Future research should focus on empirical 

validation of this taxonomy through real-

world deployment in university-level 

courses or professional training 

programs. Additionally, further iterations 

may explore expansion into related 

domains such as data science, digital 

ethics, or critical infrastructure 

protection. Through these next steps, the 

taxonomy can evolve from a conceptual 

proposal to a scalable standard for 

adaptive learning in cybersecurity and 

beyond. 
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