The article presents the concept of Business Intelligence and their influence on decision making. Examining Business Intelligence systems was accomplished by theoretically comparing of four systems: Microsoft Power Bi, IBM Cognos, Oracle BI, and SAS, focusing on “functionality”, “performance”, “usage” and “cost” criteria. Functionality testing was done through the Power BI system using a HORECA industry dataset, namely a café retailer. On this dataset has been applied data mining concepts as cluster analysis, KNN classification analysis, and association study, to determine the frequently encountered templates, to categorize buyers into various key categories, and to help the business thrive. 
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1 Introduction

The roots of the business intelligence (BI) concept dates back to the nineteenth century when the term BI was originally invented by Richard Millar Devens in the paper “Encyclopaedia of Commercial and Business Anecdotes” published in 1865. According to Devens [1], the concept was used to describe how Sir Henry Furnese's banker was able to make a profit by receiving information about the banking environment and how he acted before his competitors. The capacity to collect information and to react on the basis of these denotes the ability showed by Furnese and which underlies the concept of Business Intelligence today.

The next century's development expanded and refined business by first introducing the term “Business Intelligence” in 1989 by Howard Dresner from Gartner Group, which defined this concept, according to [2], as "a method of improving decision-making through the use of fact-based support systems".

Although it is related to enterprise applications, Business Intelligence is not a product or a system, it is a concept that shelters architectures, applications, and databases. Its purpose is to access user's data from an organization as easy as possible by interactive, in real-time access of databases, and also manipulation and analysis of them.

By analysing historical data, BI performs a valuable insight into business activities and business situations, and managers are actually assisted in making decisions through essentials information, including those behavioural and of forecasting. In the current sense, this term denotes a set of concepts and methods used to improve the quality of business decision-making process and represents a platform for presenting information in a correct, useful and capable way to support the daily activities and decisions of every person in management positions in order to choose the most efficient alternatives.

Business Intelligence is made up of a series of applications and technologies that help gather, store, query, report, and analyse large volumes of data, and provide access to necessary data in company decision-making processes by obtaining analyses and reports.

With today's BI solutions, managers can analyse data directly without needing help from IT staff and without waiting for complex reports to run. This democratization of access to information helps users make informed decisions based
on concrete facts - not on suspicions and instincts.

2. Fields of application of BI
The effects of using a BI system are stunning, because it produces the needed information, at the time it is necessary, providing one of the prerequisites for business success. BI is the art of knowing and harnessing information, gaining competitive advantages.

BI can provide answers to the core issues of an organization, helping it making good decisions to resolve it. Finding answers is based on analysing and comparing historical data, both created within the organization, and data from external sources.

The providing benefits of the BI system, unconcerned of the field of activity, are varied, for example: a producer can quickly find out the need for materials, raw materials or stock based on past sales; a sales manager can create more profitable sales plans following the evolution of the previous period; a distributor can find out the most profitable distribution channels; a service provider has the possibility to anticipate and identify loyalty programs.

3. The architecture of a BI system
The architectural model of a BI system can include the following components:

- **Data source** - can be extracted from various sources or systems, such as Customer Relationship Management (CRM), Enterprise Resource Planning (ERP), relational databases, Excel spreadsheet files, Comma Separated Values (CSV) or text files (TXT); Once the data has been extracted from external sources and has been transformed according to operational needs, the data is loaded to achieve the final goal, this process is called *Extract Transform Load* (ETL);

- **Data processing** - once the data has been loaded to the final target, either Data Warehouse or Data Mart can be processed, can be added a series of new data, can be maintained records in a form of data logging;

- **Analysis and data presentation** - there are various analysis tools, analyses can be made using applications such as:
  - **OLAP** – useful for dynamic data analysis, fast access to a large amount of data, synchronization of data sources from multiple databases, historical analysis based on time series;
  - **DATA MINING** – useful for analysing large data sets in order to identify models and relationships for establishing future tendencies - clustering, association, classification;
  - **DASHBOARD** - useful for a quick view of performance indicators relevant to a business process.

Fig. 1. The architecture diagram of a BI system

In a survey conducted in 2018 [3] on a sample of 600 companies from various industries interested in business intelligence software, has been achieved the top of the most wanted functionalities, which is as follows:
4. Business Intelligence tools

By using BI tools can be obtained useful information that allows the user to understand at a glance the current state of some relevant business indicators. The tools are varied and start from simple spreadsheets, Online Analytical Processing (OLAP) - dynamic reporting solutions that allow users to interact with complex structures as time series, data trend; Dashboard systems; Data Mining – the process of extracting patterns from a large volume of data by combining statistical and artificial intelligence methods with those from database management; Decision Engineering – provides the framework that unites a number of good practices for organizing decision-making process; Data Warehouse - a data repository designed to facilitate an organization's decision-making process; Process mining – extracting knowledge from events recorded by the informatics system; Exploratory Data Analysis (EDA) – the exploration of a data set, without a strong dependence on assumptions or models, the objective being to identify patterns in an exploratory manner; Business performance management – is a set of managerial and analytical processes that allow the performance management of an organization to achieve one or more purposes.

Among the most popular tools can be listed Microsoft BI & Excel, Oracle BI, IBM Cognos, SAS, Qlik, Tableau, SAP Business Objects, and in terms of accessing business intelligence solutions, the most used by companies are, according to [4]:

5. The purpose of using Business Intelligence

Business Intelligence has become a strategic tool to help a company to lead, optimize, discover and innovate to change the landscape of its organization. Business Intelligence systems are useful to modern businesses because they have the ability to provide a continuous flow of information and the capabilities of such a system that implements the BI concept allow employees:

- to align day-to-day operations with overall goals and strategies;
- to identify and understand the relationships between business processes and their impact on performance;
- to access relevant information for analytical responsibilities specific for the analysis;
- to analyse data from documents and to develop them very easily;
- to monitor vital business indicators, such as the current financial reports, the effectiveness, and profitability of sales departments or other relevant measurement indicators.

Business Intelligence represents the ability of an organization to think, plan, predict, solve problems, abstract thinking, understand, innovate, and learn in ways that enhance organizational knowledge, inform in the decision-making process, to
allow effective actions and to help establish and achieve business goals. The role of business intelligence is to create an informational environment in which operational data collected from transactional systems and external sources can be analysed to discover strategic business dimensions. This information should help organisations to respond to business key issues, make predictions, and act on real-time data to improve the quality and speed of the decision-making process.

Expected benefits do not always justify investing in business intelligence technology. This means that the development of business intelligence capabilities can only provide information-based decisions, but they cannot implement them. An analysis of the impact of business intelligence should not focus on the impact at a given point in time, but it should be longitudinal to determine how and why it varies over time. Similarly, to enterprise resource planning systems, there are case studies that have examined long-term success or failure of business intelligence.

On a more theoretical side, in order to substantiate business intelligence research within the research information systems, rigorous preparation based on theory and impact analysis is required. Given that the rapid evolution of technologies and managerial methods is a significant challenge for theoreticians, most of the previous business intelligence research has not had a theoretical foundation.

In this analysis, the organizational theory of information processing is used to analyse how new business intelligence technologies can favourably enhance information processing capabilities. Business intelligence clearly reduces decision-making risk and directs operational and marketing activities to generate real value and which can be capitalized, with minimal resources.

Business intelligence projects are not meant to teach managers how to make the right decisions, but instead, help them make decisions based on facts and figures rather than assumptions.

6. The elements that turn BI into a viable business solution

By using a Business Intelligence solution, business people have access to current and quality information, highlighted in a visual and effective way.

Many organizations implement business intelligence systems, but their long-term impact on the quality of the decision-making process and of the performance consequently varies greatly. An analysis of the factors that influence the continued use of these systems is required and is usually focused on the need for information processing in the continued use of business information and the factors that influence these needs.

Business complexity means, today, that a company needs to perform regularly complex analysis with vast amounts of data. Many businesses are now implementing business intelligence systems to get timely information about organisational processes and company environments that combine information about past circumstances, present events and projected in future actions to answer to questions that solve various problems.

Business intelligence solutions have seen unprecedented growth over the past decade, and companies that offer them have seen spectacular growth despite all the vicissitudes of the economic environment.

Functionalities offered to users have become increasingly varied covering a wide range of needs ranging from simple tabular reports or graphical reports to the ability to track the organization's main performance indicators in a synthetic and concise manner.

To the extent that Romanian companies want to survive the pressure of European
competition, business intelligence solutions can provide them the necessary means to do this. The only remaining problems are those related to the wish of companies and those time-related because the market already has solutions for any budget.

The benefits of a business intelligence system are obvious - the analysts are optimistic, showing that in the coming years, millions of people will use day-to-day visual analysis tools and BI. The market is already saturated with the range of analytical applications available, which can carry out all sorts of analysis to support decision-making process at all levels.

Other benefits to be taken into account are:

- Reducing downtime spent with periodic reporting activities (collection of reports, consolidations, and various adjustments);
- Reducing time spent with repetitive activities;
- Reduce the role of the IT department in generating reports in favour of the end-user;
- Reduce the time needed to make a decision.

Given that the decision will be even better documented due to the quality of the information provided, we will finally be able to talk about an organization prepared to face any changes in the market, no matter how abrupt they are.

![Fig. 4. Benefits provided by BI solutions](image)

7. The Influence of Business Intelligence on Decision Making

Information from business intelligence needs to be integrated into the business process of an organization. This can be achieved by building a decision-making system. The results obtained from this business information are used by operational managers in the form of recommended actions. A prerequisite condition for efficient use is the availability of high-quality data, including good data management, covering:

- identifying users’ needs;
- unification of data;
- clearing data;
- improving data quality control.

Most business intelligence initiatives have therefore focused on developing a high-quality business intelligence asset that is used instead of classical reporting systems. The value of Business Intelligence derives from the ability to extract specific data and to adapt it from a variety of heterogeneous sources.

Managing an enterprise requires efficient data management in order to monitor activities and to evaluate the performance of different business processes. Nowadays, there are a number of changes in the world of analysis, even for the long term, where BI is beginning to struggle to adapt to new trends. The information has become a profit centre, and processes are now customer-oriented, so business people to have a say about the mode in which analyses are predicted.

With increasing expectations, BI systems are looking to constantly improve their capabilities, because the need for faster data processing has increased, especially that the most data are not in the internal system, companies using information from outside the BI environment of enterprises.

8. Advantages of using Business Intelligence systems

At this moment, the business environment has favoured the spreading of BI applications. There are industries that budget big spending on technology purchases and BI are more or less obvious initiatives that lead to improved
profitability rates. Practically, these applications help to make wise decisions. BI applications allow the ability to summarize and aggregate by specific and detailed categories at the same time, specific to a particular analysis or process, presenting the exact information and excluding the extra elements. Thus, a decision-maker can monitor the performance variables of a business. Example: sales per region, per product, per quarter, or product return rate for various reasons, customer behaviour analysis based on specific preference analysis.

- Possibility to retrieve data from various computer systems and to carry out a detailed analysis of them for decision support;
- Identifying and adjusting defective processes, even modifying the logic of performing certain activities to meet the company's efficiency requirements;
- Development of modules specifically designed for every single requirement;
- Permanently communication with all the centres for accurate, up-to-date and easy to follow reporting;
- The ability to develop Data Warehouse solutions that support the most demanding reporting requirements;
- Real-time updating of transactional data on which to build a decision support system;
- A business BI system is simple, visual and easy to understand, giving companies the freedom to answer questions immediately as they occur;
- The possibility of creating interactive views in just a few seconds even when working with very large volumes of information.

Fig. 5. Advantages of using BI systems [5]

9. Comparison between BI systems
We chose for comparison four BI tools, surprising different aspects (functionalities, performance, usage, costs) to find out which is the most suitable tool for organisational development:

<table>
<thead>
<tr>
<th>Microsoft Power BI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FUNCTIONALITIES</strong></td>
</tr>
<tr>
<td>- exposure: there are multiple versions: Power BI Desktop – on-premise version, Power BI service <a href="http://app.powerbi.com">app.powerbi.com</a> - Software as a Service (SaaS) online version and Power BI Mobile - Android, iOS and Windows mobile device version;</td>
</tr>
<tr>
<td>- interactivity: creates real-time reports, creates data analysis models, assures quality, reliability, and scalability of the reporting system;</td>
</tr>
<tr>
<td>- modelling: dynamic and conducive environment for build comprehensive and relevant real-time reports with the possibility of automatically updating them;</td>
</tr>
<tr>
<td>- presentation: graphics - pie, column, line, matrix, Excel reports, dashboards;</td>
</tr>
<tr>
<td>- data source: Excel spreadsheets, Access/SQL databases, XML files, flat text and CSV files;</td>
</tr>
<tr>
<td><strong>PERFORMANCE</strong></td>
</tr>
<tr>
<td>- data integration: creating relations between tables of type “primary key” - “foreign key”; pivot operations;</td>
</tr>
<tr>
<td>- data processing: data can be processed from Excel spreadsheets or from a local database;</td>
</tr>
<tr>
<td><strong>USAGE</strong></td>
</tr>
<tr>
<td>- interface: depending on the type of version you are working with, data can be viewed as reports, custom dashboards, cubes - either in the form of Mobile or Desktop;</td>
</tr>
<tr>
<td><strong>COSTS</strong></td>
</tr>
<tr>
<td>- moderate costs;</td>
</tr>
</tbody>
</table>

| IBM Cognos |
### SAS

**FUNCTIONALITIES**

- **exposure**: various visualization capabilities implemented in the product suite, interface that allows interaction with charts;
- **interactivity**: users interact with a dashboard - Dashboard Builder;
- **modelling**: interaction with predefined algorithms and pre-built models for modelling datasets;
- **presentation**: export as Excel files, TSV (Tab-Separated Values), CSV etc.;
- **data source**: SAS datasets, Microsoft Excel spreadsheets, flat text or CSV files;

**PERFORMANCE**

- **data integration**: administration of server-based libraries;
- **data processing**: is achieved either on the local unit or on the server;

**USAGE**

- **interface**: interactive, web-based reporting interface, allows the creation of basic queries and reports;

**COSTS**

- high costs;

### ORACLE BI

**FUNCTIONALITIES**

- **exposure**: multiple view capabilities - basic charts, intuitive reports, diagrams;
- **interactivity**: allows filtering, creating interactive parameters;
- **modelling**: predictive and reporting functions for dedicated financial planning;
- **presentation**: export to PDF, RTF, XML, HTML, Excel and other formats;
- **data source**: supported file types are database files, XML flow, HTTP, Web services, Oracle BI analysis, OLAP cubes, LDAP server, XML files, Excel spreadsheets;

**PERFORMANCE**

- **data integration**: it is created using SQL commands based on table and column queries; they are specified as well as relations between them;
- **data processing**: in-memory processing;

**USAGE**

- **interface**: web-based interface, easy to use for creating reports, with Template Builder functionality;

**COSTS**

- high prices for large configurations;

By comparing the four tools, we've decided to look in-depth on the features of “Power BI” - a collection of software services, applications and connectors that work together to transform unrelated data sources into a coherent and interactive perspective.

It is a simple and fast system able to create complex analyses based on various data sources, whether simple flat files like text or CSV, Excel spreadsheets or local databases.

Robust and high-quality for organizations, ready for extensive modelling and real-time analysis as well as personalized development, Power BI enables users to easily connect to data sources, visualize and discover what is important for the common good of the business. It can also
serve as an engine for analysis and decision-making for group, divisions, or entire corporations projects. More and more companies from Romania use this tool to monitor business status using dashboards that process data in real time. The primary reason for choosing this tool is that it offers the ability to work both in cloud and on-premise, that it can easily build robust and reusable models using available data, ensuring consistency between reporting and analysis within the organization, and with the Power BI web version and it can distribute various reports in just a few seconds across the organization's departments. Also, an important feature that has convinced companies in Romania to adopt this tool is the existence of the Mobile version, so managers, the end-users, can have a view of the data anywhere and at any time. They can view custom reports and dashboard, find important information in a due time, and act immediately to reassess situations.

![Power BI Workflow](image)

**Fig. 6. Power BI Workflow**

**10. Case Study**

Concluding that Power BI is a very useful tool for Business Intelligence analyses, we've decided to test some of the available functionalities on a specific dataset. The analysed data is a test one and was extracted from „UCI Machine Learning Repository“ (archive.ics.uci.edu [6]), a website that includes a structured database in various fields across the globe, with varying sizes indicators and instances, classified on different tasks for which can be used, including data mining analysis such as clustering, classification, regression, etc. We chose to study HORECA industry data, from a retailer, namely a coffee shop selling “Delicacies” products.

**Why did we choose this data?**

We took the data to apply business intelligence analyses, but also of data mining algorithms such as cluster analysis, KNN classification analysis and association study to extract from the dataset the most relevant information that could be used in the business environment, such as grouping data in smaller clusters in order to be able to analyse them as closely as possible, to predict the affiliation of certain classes of a test set, starting from the training set, and to track consumer behaviour on consumption of a particular category of products, in our analysis - "Delicacies", by applying different filters to see how a product sale may be influenced by another product or a mix of products.

After identifying and determining the purpose of the analysis, we imported the data we wanted in comma-separated values (CSV) format into the Power BI tool, assigning data types for each variable based on the data content.

- **Association study**: The submitted data for analysis are "Delicacies" products marketed by a café from the HORECA chain (Hotels - Restaurants - Cafes/ Coffee Shops).

For the association study, we used the “Apriori” algorithm. According to [7], by association study, it is desirable to determine consumers' consumption behaviours to find interesting and frequently encountered templates that could help the business to earn more.

![Steps for implementing analysis](image)

**Fig. 7. Steps for implementing analysis**
After understanding the need of applying the study and collecting the datasets, we switched to processing them, so, using the BI tool -we concatenated (Merge) the product type with the main ingredient; -we grouped the data set by the order_id; -we transformed the new table, containing the products grouped by the order_id, in a customized list column, with the sequence: *(Table.Column ([Data], "Product")*, - the list we distributed on the columns (Split) after the delimiter ";" in order to be able to apply the association rules analysis.

To exemplify on a demonstration dataset, we chose 4 purchases made by coffee shop customers:

Fig. 8. Test data for the association study

By distributing the products purchased by each of our 4 customers in table form, we obtained the frequency of purchased products:

<table>
<thead>
<tr>
<th>ORDER</th>
<th>Tartă Coacăze</th>
<th>Apă Plată</th>
<th>Choux Cafea</th>
<th>Cafea Expresso</th>
<th>Desert Cafea</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 1. Frequency of purchased products**

<table>
<thead>
<tr>
<th>ORDER</th>
<th>Tartă Coacăze</th>
<th>Prietoară Lățime</th>
<th>Tartă Lățime</th>
<th>Prietoară Marcapina</th>
<th>Prietoară Căpșuni</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 1. Frequency of purchased products**

To determine the percentage of how often items appear together in a total of transactions, we calculated the support level, one of the features of the association rule:

\[
\text{support}(X) = \frac{\text{count}(X)}{N}
\]

Where:
- \( X \) = the frequency of occurrence of articles (products);
- \( N \) = total number of transactions/orders;

Using the previous formula on the same dataset, it appears that in the case of the combination of "Tartă-Coacăze" (Blueberries Tart) and "Apă-Plată" (Non-carbonated Mineral Water) there is a frequency of 2 appearances in the four orders analysed, resulting a support of 0.5, meaning that 50% of purchases contained the 2 products.

\[
\text{support}(\text{Apă-Plată} & \text{Tartă-Coacăze}) = \frac{2}{4} = 0.5
\]

In order to determine the ratio between the number of customers who buy items that appear as a rule and the number of buyers of the items that appear in the antecedent, will be calculated with another feature of the association rule - confidence:

\[
\text{confidence}(X \rightarrow Y) = \frac{\text{support}(X \rightarrow Y)}{\text{support}(X)}
\]

\[
\text{support}(\text{Apă-Plată}) = \frac{2}{4} = 0.5
\]

\[
\text{support}(\text{Tartă-Coacăze}) = \frac{2}{4} = 0.5
\]

\[
\text{confidence}(\text{Apă-Plată} \rightarrow \text{Tartă-Coacăze}) = \frac{\frac{2}{4}}{\frac{2}{4}} = 0.5
\]

\[
\text{confidence}(\text{Tartă-Coacăze} \rightarrow \text{Apă-Plată}) = \frac{\frac{2}{4}}{\frac{2}{4}} = 0.5
\]

We can say, according to (4), that in 60% of the cases, the buyer who bought “Apă-Plată” also bought “Tartă-Coacăze”, and according to (5), 100% of the cases “Tartă-Coacăze” were bought together with “Apă-Plată”.

To see to what extent the association rule is useful, we will calculate the degree of improvement - lift:

\[
\text{lift}(X \rightarrow Y) = \frac{\text{confidence}(X \rightarrow Y) \cdot \text{support}(Y)}{\text{support}(X)}
\]

\[
\text{lift}(\text{Apă-Plată} \rightarrow \text{Tartă-Coacăze}) = \frac{0.5 \cdot 0.75}{0.5} = 1.33
\]

\[
\text{lift}(\text{Tartă-Coacăze} \rightarrow \text{Apă-Plată}) = \frac{0.5 \cdot 0.75}{0.5} = 1.33
\]

We can say that both rules are relevant, since they exceed the unit value.

To apply the association algorithm across the dataset, we used the R scripting
functionality within Power BI Desktop as follows:

Having the set called “dataset” as an input, we transform it as transactions by applying the "Apriori" function to find association rules, providing the minimum support and trust levels as parameters.

The first 100 results we recorded in a variable called "output", which is the result of the query.

Thus, the result of the query is generated in Power BI in tabular format and it can be observed the newly generated columns: “lhs” (the primary product purchased), “rhs” (the associated purchase product) and columns “support”, “confidence”, “lift” (degree of improvement) and “count” (number of appearances of combinations).

With “Forced-Directed Graph 2.0.2” visualization mode in Power BI, together with the "Slicer" filter, we represented in an interactive way the relationships between the main and the related nodes, the link thickness representing the value of the support, with the possibility of selection from the drop-down list the main or associated products.

For example, we have selected combinations of main product associated with “Fursecuri-Zmeură” (Raspberry Cookies) and resulted in the following graph, where can be viewed at a glance which are the most preferred customer combinations of products (the most thicker lines):

The strongest link, in the sense of the highest support, is in the case of the combination “Suc-Lămâie” (Lemon-Juice) associated with “Fursecuri-Zmeură” with a support level of 0,03, meaning that 3% of
the purchases (31 purchases) contained the 2 products.

![Fig. 13. Detailing the relationship with the highest support level 0.03% „Suc-Lămâie” associated with „Fursecuri-Zmeură”]

Another representation can be made using the "R script visual" view:

![Fig. 14. R script for obtaining a scatterplot representation]

Thus, the three dimensions - “support”, “confidence” and “lift” can be viewed in a single graph that can be detailed with a simple click:

![Fig. 15. Scatter-plot representation for product associations (support, confidence and lift)]

Following the association study, the management of the unit can create promotional packages that could have positive results in increasing sales of "Delicacies" products.

It follows the use of another data mining analysis that is applicable to business intelligence:

- **Cluster Analysis**: According to [8] the purpose of clustering occurs from the need to fit, group or classify certain entities or objects in the form of categories or classes, of which delimitation must be very clear. All classification techniques are known as the theory of form recognition. Cluster analysis is a classification technique characterized by the fact that affecting the forms or objects in clusters or groups is made progressive and without aprioristic knowing the number of classes, depending on verification of two fundamental criteria:
  - the objects or forms classified in each class needs to be as similar in terms of certain characteristics;
  - objects classified in a class needs to differentiate as much as possible from objects classified in any of the other classes.

The K-means algorithm is a method of dividing a dataset into a specified cluster number introduced by the user (k). This cluster analysis method aims to divide “n” observations in “k” classes where each observation belongs to the class with the closest average.

More specifically, the algorithm assigns “k” centres of the classes (centroids) in “n” points.

**The steps of the k-Means algorithm:**
  - firstly, we chose the initial “k” group centres;
  - the “k” groups are created by assigning each instance of that group to whose centre it is closest;
  - we recalculate the centres in relation to the new composition of the groups;
  - we repeat the algorithm with the second step if the centres have moved;

**Table 2. Test data for cluster analysis**

<table>
<thead>
<tr>
<th>ID</th>
<th>PRODUCT</th>
<th>Fats</th>
<th>Carbs</th>
<th>Proteins</th>
<th>Calories</th>
<th>Sugars</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Căpșuni</td>
<td>1.83</td>
<td>23.88</td>
<td>1.85</td>
<td>110</td>
<td>18.44</td>
</tr>
<tr>
<td>1</td>
<td>Lămâie</td>
<td>6.84</td>
<td>23.20</td>
<td>2.02</td>
<td>170</td>
<td>15.38</td>
</tr>
<tr>
<td>2</td>
<td>Frisca</td>
<td>8.15</td>
<td>23.37</td>
<td>2.40</td>
<td>171</td>
<td>14.48</td>
</tr>
<tr>
<td>3</td>
<td>Mascar</td>
<td>7.54</td>
<td>19.46</td>
<td>1.85</td>
<td>151</td>
<td>12.07</td>
</tr>
</tbody>
</table>
For exemplification, we chose a demonstrative dataset with 6 records, representing 6 products marketed by the café, with several nutritional features (fats, carbohydrates, proteins, calories and sugars) to promote them in 2 packages, generically called "dietetic" and "caloric", so we want to create two clusters with these features.

We have selected from the dataset the product with id “2”, as having the highest values, and the product with id “6” as having the smallest values around which the two clusters will be created.

Table 3. The chosen values as initial centroids for k=2 clusters

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Product_ID</th>
<th>Average (centroid)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>(0.43, 23.38, 2.10, 100, 16.40)</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>(8.15, 23.37, 2.40, 171, 14.48)</td>
</tr>
</tbody>
</table>

Then, we calculate the distance of each element from the two clusters, using the Euclidean distance:

\[
d(p, q) = \sqrt{(p_1 - q_1)^2 + (p_2 - q_2)^2 + \cdots + (p_n - q_n)^2},
\]

By comparing the distances to the two clusters, we decide that the product with id “0” is closer to Cluster 1. At this point, we need to calculate the new average (media) value of Cluster 1 (centroid):

\[
\text{Media}:
\begin{align*}
(0.43 + 1.83)/2 &= 1.13 \\
(23.38 + 23.88)/2 &= 23.63 \\
(2.10 + 1.85)/2 &= 1.98 \\
(100 + 110)/2 &= 105
\end{align*}
\]

Applying formulas (7), (8) and (9) for the 7 products, are obtained the following solutions:

Table 4. Categorizing products into the 2 clusters

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Product_ID</th>
<th>Average (centroid)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>(0.43, 23.38, 2.10, 100, 16.40)</td>
</tr>
<tr>
<td>2</td>
<td>6, 0, 4</td>
<td>(1.13, 23.63, 1.98, 105.00, 17.42)</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>(8.15, 23.37, 2.40, 171, 14.48)</td>
</tr>
<tr>
<td>2</td>
<td>2, 1, 3</td>
<td>(7.50, 23.29, 2.21, 170.50, 14.93)</td>
</tr>
<tr>
<td>2</td>
<td>2, 1, 3, 5</td>
<td>(5.18, 25.06, 2.14, 150.38, 14.33)</td>
</tr>
</tbody>
</table>

Thus, we obtain the categorization of the 7 products in the two clusters: Cluster 1 (products 6, 0, 4) and Cluster 2 (products 2, 1, 3, 5).

Returning to the whole dataset, applying the K-Means algorithm with Power BI's R scripting functionality, we have grouped the 50 products in 3 classes, which we can use to promote the products of the café in 3 packages: “dietetic”, “medium” and “caloric”.

We obtained the categorisation of 50 products in 3 clusters:
We used a Treemap representation to highlight the three newly formed clusters, grouping being done by the “cluster” attribute, the details being represented by “product names” and the values being taken from the attributes “calories”, “fats”, “proteins” and “sugars”.

Cluster 3 contains the products with the lowest caloric value, and can call them "dietetic". Cluster 1 is the next one, which can be called "medium" from the caloric point of view, and Cluster 2 contains the most "caloric" products.

For easier visualization of grouping in clusters, we created a "Clustered Bar Chart" for four of the product features and two "Slicer Drop Down List" to compare the average values of “calories”, “fats”, “proteins” and “sugars” from two clusters at the same time. For not interacting Slicers in the wrong way with all objects, we have blocked -Edit interactions: None-for charts that should remain unchanged:

-The classifier based on K nearest neighbours: to classify the instances, we choose the KNN (K-nearest-neighbours) algorithm, being, according to [9], a simple classification method based on placing all instances in an n-dimensional space.

As mentioned above, we have 3 groups in which the products are divided, namely packages “dietetic”, “medium” and “caloric”. The coffee shop wants to introduce 16 new products by assigning one of the three attributes according to nutritional value, taking into account the current menu that is already listed with nutrition attributes (34 products).

Thus, we want to identify the proximity of newly introduced products to existing categories.
To calculate, for example, the category in which the "Fresh-Portocale" (Orange Juice) will be placed in the existing range, we will have to calculate the distance between the new introduced product and each products existing in the café menu, using the Euclidean metric, following the reasoning presented at (7), (8); the calculation formula for the n-dimensional case is:

\[d(p,q) = \sqrt{(p_1 - q_1)^2 + (p_2 - q_2)^2 + \cdots + (p_n - q_n)^2}\]

By comparing the results obtained, we will choose the smallest value, and we can deduct that the newly introduced product belongs to the category in which the product is at the shortest distance.

To apply the KNN algorithm, we return to the existing dataset, grouped into the three categories “1”, “2”, “3”. We will pick the first 34 records to form an algorithm training set, and the remaining 16 records will be used as a test set to predict belonging to one of the groups. To make the group clearer, we will change the column from numeric type into text, replacing the values: “1” = “medium”, “2” = “caloric”, “3” = “dietetic”.

We will normalize the data to bring them to the same scale. For this we will use the R scripting tool, defining a function called "function (x)", which we will apply to the numerical columns in the known dataset, called "dataset":

```r
Run R script
```

```r
Enter R scripts into the editor to transform and shape your data.
```

```r
Script
# 'dataset' holds the input data for this script
# 'normalize' takes a list of number values
normalize-function(x) {
  return ((x-min(x)) / (max(x)-min(x)))
}
set_normalizat <- as.data.frame(lapply(dataset[3:7], normalize))
```

The "lapply" R function has two input variables, the initial dataset, and the normalization function, building a new normalized set. The data will be divided into two - in a training set (the first 34 records) and a test set (the next 16 records) on which we will apply the prediction model. We will set prediction labels for the result as being column 8 of the dataset.

```r
set_antrenare <- set_normalizat[1:34, ]
set_test <- set_normalizat[35:50, ]
set_antrenare_etichete <- dataset[1:34, 8]
set_test_etichete <- dataset[35:50, 8]
```

Once the data has been prepared, we will apply the KNN algorithm, for which it is required "class" library. The R function "KNN" has as input the train set, the test set, the prediction labels (cl) and the number k - the closest neighbour for which we calculate the square root, more precisely k will take the value \(\sqrt{34}\approx6\).

```r
library("class")
set_test_predict <- knn(trainset_antrenare, testset, outputset=test,
                      cloutset_antrenare_etichete=x+6)
```

We will have four Power BI outputs, namely: -the initial normalized dataset, -a sequence from the normalized set (the first
34 records representing the training data), another sequence from the normalized set (the last 16 records representing the test set).

**Fig. 26. Power BI Output - normalized set and prediction**

Following the data normalization operation, the training set is as follows:

![Normalized dataset](image)

**Fig. 27. Normalized dataset**

Applying the KNN algorithm, we obtain the prediction of belonging of the 16 new products to the three defined groups; the classified data looking as follows:

![Prediction](image)

**Fig. 28. The obtaining prediction**

In order to verify the accuracy of the prediction model, we will make a matrix representation - confusion matrix. Thus, the first position shows the number of true-positive instances, in which case a “caloric” product is classified correctly as “caloric”.

On the main diagonal continues with correct classified instances in which "dietetic" delicacies are predicted as “dietetic” and those "medium" caloric are classified as “medium”; only 1 product was predicted as belonging to the "medium" category, but it belongs to “caloric” category.

**Fig. 29. The accuracy of the prediction model with the KNN algorithm**

The quality of a classifier from the perspective of the correct identification of a class is measured using the information in the confusion matrix that contains:

- True Positive (TP) - a product belonging to the class was recognized as belonging to the class;
- True Negative (TN) - a product that does not belong to the class was not recognized as belonging to the class;
- False Positive (FP) - a product that belongs to the class was not recognized as belonging to the class.
- False Negative (FN) - a product that does not belong to the class was recognized to belong to the class.

**Table 5. Confusion matrix**

<table>
<thead>
<tr>
<th></th>
<th>belongs</th>
<th>does not belong</th>
</tr>
</thead>
<tbody>
<tr>
<td>recognized</td>
<td>TP</td>
<td>FN</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>not recognized</td>
<td>FP</td>
<td>TN</td>
</tr>
<tr>
<td></td>
<td>(0+0)</td>
<td>(3+8)</td>
</tr>
<tr>
<td>recognized</td>
<td>(0+0)</td>
<td>(3+8)</td>
</tr>
</tbody>
</table>
Based on these values, a number of other measures can be calculated:

- **True Positive Rate**/ Sensitivity/Recall: represent the number of delicacies correctly identified as positive out of total true positives:
  \[
  \text{TPR} = \frac{TP}{TP+FN} \Rightarrow \text{TPR} = \frac{4}{4+1} = 80\%
  \]

- **False Positive Rate**: represent the number of delicacies erroneously identified as positive out of total true negatives:
  \[
  \text{FPR} = \frac{FP}{FP+TN} \Rightarrow \text{FPR} = \frac{0}{0+1} = 0\%
  \]

- **False Negative Rate**: represent the number of delicacies erroneously identified as negative out of total true positives:
  \[
  \text{FNR} = \frac{FN}{FN+TP} \Rightarrow \text{FNR} = \frac{1}{1+4} = 20\%
  \]

- **True Negative Rate**/ Specificity: represent the number of delicacies identified as negative out of total true negatives:
  \[
  \text{TNR} = \frac{TN}{TN+FP} \Rightarrow \text{TNR} = \frac{1}{1+0} = 100\%
  \]

- **Overall Accuracy**: is the ratio between the correctly classified delicacies (the values on the main diagonal) and the total number of test values:
  \[
  \text{ACC} = \frac{TP+TN}{TP+FP+TN+FN} \Rightarrow \text{ACC} = \frac{4+1}{4+0+1+1} = 91.75\% \]

- **Error Rate**: is the ratio between the number of incorrectly classified delicacies and the total number of test values:
  \[
  \text{ERR} = \frac{FP+FN}{TP+FP+TN+FN} \Rightarrow \text{ERR} = \frac{1}{4+0+1+1} = 0.062
  \]

The value of global accuracy that is close to 100% and the error rate close to 0 shows that the prediction model is a very good one.

The result of the prediction compared to the actual data, we represented as a table, with help of two Slicer filters (that do not interact one with other); so we could put two filtering conditions on junction data, in the first Slicer (the real category) by selecting "caloric" and in the second (the predicted category) by selecting "medium" we get the only solution that was not correctly predicted by the model classification, namely "Corn-Ciocolată" (Chocolate Croissant), which was predicted "medium", in reality being in the "caloric" category.

**Fig. 30.** Selecting an erroneous prediction using Power BI

**12. Conclusions and future works**

The purpose of applying data mining concepts was to extract the most relevant information and to predict on its basis the belonging of data to certain classes. Following the application of the “Apriori” algorithm, in were we calculated the support level and the confidence level, we can conclude that in 100% of the cases, customers who bought a specific product - “Tartă-Coacăze” (Blueberries Tart), mandatory bought a second product namely “Apă-Plată” (Non-carbonated Mineral Water).

Instead, only 3% of buyers preferred the combination of “Suc-Lămâie” (Lemon Juice) and “Fursecuiri-Zmeură” (Raspberry Cookies). Through cluster analysis, in which we wanted to categorize the same entities in representative categories, were obtained three consumer packages that could be addressed to a variety of buyers: "dietetic", "medium", "caloric".

These packages were obtained by analysing the components: “product name”, “calories”, “fats”, “proteins” and “sugars”.
Through the classifier based on the K-nearest-neighbours we wanted to determine in which of the three categories we could introduce a new product. This is very useful for the majority of businesses, as it manages to determine various classifications based on aprioristic knowledge.

In conclusion, we can say that the field of business intelligence is constantly developing, and by transforming raw and unstructured data, can be obtained very useful information.

This process can be accomplished through various data mining algorithms that can take the form of interactive reports that can be presented in a friendly manner, helping the businessman consolidate his future decisions.

In the near future, we want to collect a dataset of major economic interest from Romania, to be subjected to several analyses to offer a wide range of options both in the area of income and profitability and financial analysis for identifying problems and improving these vital indicators.
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