Abstract: The ability to better forecast demand for health services is a critical element to maintaining a stable quality of care. Knowing how certain events can impact requirements, health-care service supplier can better assign available resources to more effectively treat patients’ needs. The embodiment of data mining analytics can support available data to identify cyclical patterns through relevant variables, and these patterns provide actionable information to adequate decision markers at health-care structures. The request for health-care services can be subject to change from time of year (seasonality) and economic factors. This paper exemplifies the efficacy of data mining analytics in identifying seasonality and economic factors as measured by time that affect patient demand for health-care services. It incorporates a neural network analytic method that is applied over a readily available dataset. The results indicate that day of week, month of year, and a yearly trend significantly impact the demand for patient services.
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emergency room throughput, and patient satisfaction rates. Other sectors involve risk bedding applications or the better identification of patient populations at danger of developing chronic disease. Ultimately, semantic mining applications are being applied to electronic health records to better comprehend treatment and outcomes and patient diagnosis. One particular data mining technique involves the use of neural networks, which is an approach that include algorithms that processes historical data to detect both linear and non-linear patterns. The resulting models can then be used to lead ‘what if’ simulations on out of sample data, new data, and prognosis data. Neural networks have been used in a variety of industry applications that include the prediction of bank failures, traffic patterns, and even precipitations [2][3]. Neural networks and multivariate techniques are also being incorporated in the health-care industry to aid in knowledge discovery in a number of applications that comprise treatment efficaciousness [4] and general operations of health-care agencies [5] and patient throughput in emergency rooms.

2. Advanced analytics and health-care services
A significant factor in obtaining increased performance in providing services in any industry is the capability to better perceive what conduct demand for these services. With this information, decision makers can more specifically enforce the best or most favorable number of resources that are necessary to satisfy different quantity of request. Predictive analytic methods can improve the accuracy of estimating patient demand for organizations that enhance health-care services. Through analyzing patient services data in the readily available database, it was determined that seasonality factors together with general macroeconomic course had noteworthy effects on the demand for health-care services. With this information, decision makers can more precisely apply existing resources to satisfy patient expectations, and better handle costs while providing a more consistent service. In the quest to increase efficiencies, companies detect a process or functional zone that can be improved with respect to resource allocations that execute some type of task. Decision makers study the situation at hand and regulate employee pools, technological infrastructure, and compatible operations.

2.1. Data mining and predictive modeling in patient centered decision support
Health-care informatics techniques are crucial in awareness and supporting health-care delivery components. Data mining and predictive modeling techniques are fundamental to this because of significant improvements in information technology as well as data collection and aggregation of disparate data sources. Medical diagnostic decision support (MDDS) systems have been used for decades. These systems have been developed because it is well-known that health-care providers are frequently asked to make crucial clinical assessment based on imprecise and/or deficient patient information. Inadequate information leads to faults, which can dramatically influence quality of care. For example, treatment for patients suffering from diabetes is exacerbated by the presence of comorbid conditions, social support challenges, and poor medication adherence. This type of electronic decision support system ensures the appropriate implementation of evidence-based chronic care models. Data mining methods have been used to identify the socio-demographic, physical, and psychological factors most important to the early detection and treatment of serious health-care conditions. Penny & Smith [6] explored data mining techniques to improve the quality of life of patients suffering from irritable bowel syndrome (IBS). This longitudinal cohort study examined logistic regression,
classification, and neural network models. These models demonstrated that IBS severity, psychological morbidity, marital status, and employment status significantly influenced a patient’s health-related quality of life. These results provide the best information to afford better assessment and management of patients with IBS.

Other studies have examined data mining methods to improve the accuracy of diagnostic systems based on information derived from multiple, disparate data sources as well as recognition of the uniqueness of health-care data mining methods and techniques [7]. In addition, with advances in information technology, it is now possible to combine data from electronic medical records with human knowledge (i.e., expert information) to optimize the accuracy of diagnostic systems. Prediction of the onset of liver cancer [8], classification of malignant colorectal tumors and abnormal livers [9], and prediction of mortality of patients with cardiovascular disease [10] are now commonplace.

Other important applications of health-care data mining and predictive modeling techniques are resource allocation and request management in the emergency department and hospital setting. Sun et al [11] developed forecasting models to determine the probability of a hospital admission based on information collected at the point of emergency department triage. Examining 2 years of hospital data collected by nurses from emergency department patients at the point of triage, regression models were developed to determine the strongest factors in precisely predicting a patient’s immediate inpatient admission from the emergency department. Outside of the obvious admission criteria (e.g., heart attack, life-threatening trauma), it is not always clear that a patient will be admitted at the point of emergency department triage for conditions such as respiratory infections, pleurisy, or orthopedic concerns. The results from this study demonstrated that age, patient acuity category, and emergency department arrival mode were the strongest predictors for hospitalization. These predictive models, if used at the point of triage, could be used for early admission planning and resource challenges faced by inpatient and acute care facilities. Similarly, there have been several studies that demonstrate the effectiveness of data mining techniques in forecasting hospital admissions, returns to the emergency department, demand for specific illnesses, same-day admissions, and emergency department demand [12],[13],[14],[15].

2.2 Seasonality and estimating the demand

The notion of identifying repetitive or cyclical direction in time for demand of particular processes is frequently referred to as identifying seasonal patterns of demand. Traditionally, companies apply analytics to establish two main sources of information concerning seasonality: whether demand for their products or services has seasonal patterns (e.g. do their sales increase or decrease according to a particular point in time on a repetitive basis) and, if seasonality exists, what is the size of the change in demand according to a particular point in time. Prior research has shown that seasonality effects for patient demand for healthcare exist. For example, the ‘winter effect’ has been cited as being associated with increases in depression-related ailments [15],[16]. Studies have also concluded that other factors such as general economic distress (e.g. unemployment, financial stress) drive demand for mental health services [18],[19].

Analytic techniques have been used to model the impact of seasonality on patient request for health services in order to better predict future demand and allocate resources consequently. Existing research incorporating calendar-based data has concluded that seasonality provides valuable decision support for the
estimation of patient demand for urgent care clinics and emergency room facilities. Step-wise linear regression was applied to daily patient volume, which was matched with calendar data (e.g. day of week and month of year) and weather data to forecast the number of patients searching urgent care [5]. The results indicated that regression models incorporating calendar data were useful in estimating future patient demand while weather data only provided peripheral improvement to the analysis. Time series methods, linear regression, and neural network methods incorporating daily patient visits and calendar data have been utilized to study patient visits to emergency room facilities [20],[21]. This application is seen as particularly useful in helping alleviate overcrowding and enhance staffing and patient throughput by providing predictive information of patient demand [22].

2.3. Data and analytic methodology

In this chapter, we summarize the data collected from outpatient (patient who receives medical treatment without being admitted to a hospital) clinics that included ENT, dermatology, paediatrics, orthopaedics, and OB/GYN clinics.

Table 1 classify the monthly and intra-week seasonality indices. These indices are calculated by the ratio of recurrent demand to mean demand. The coefficient of variation (Cv= σ / μ) is calculated as a relative measure on the levels of seasonality through the clinics. As one would expect, differences can be found in both the patterns and the levels of monthly seasonality for various types of specialties. For example, request is increased during the summer time for dermatology, whilst the opposite is true for ENT. Then again, from the the intra-week models presented in Table 2 we can see that are less likely to be affected by the type of specialty. A general pattern reveals peaks on Mondays, followed by Thursdays next. We can usually notice lower demands Tuesdays and Wednesdays. Intra-day variations existed with peaks around mid-mornings and mid-afternoons.

<table>
<thead>
<tr>
<th>Monthly seasonal indices</th>
<th>ENT</th>
<th>Orthopaedics</th>
<th>Paediatrics</th>
<th>Dermatology</th>
<th>OB/GYN</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>1.557</td>
<td>1.326</td>
<td>1.241</td>
<td>0.919</td>
<td>1.250</td>
</tr>
<tr>
<td>February</td>
<td>1.413</td>
<td>1.285</td>
<td>1.089</td>
<td>1.027</td>
<td>1.293</td>
</tr>
<tr>
<td>March</td>
<td>1.654</td>
<td>1.123</td>
<td>1.093</td>
<td>1.459</td>
<td>1.116</td>
</tr>
<tr>
<td>April</td>
<td>1.307</td>
<td>1.164</td>
<td>1.048</td>
<td>1.363</td>
<td>1.178</td>
</tr>
<tr>
<td>May</td>
<td>0.953</td>
<td>1.367</td>
<td>1.108</td>
<td>1.303</td>
<td>1.256</td>
</tr>
<tr>
<td>June</td>
<td>0.999</td>
<td>1.184</td>
<td>1.205</td>
<td>1.952</td>
<td>1.122</td>
</tr>
<tr>
<td>July</td>
<td>0.840</td>
<td>1.245</td>
<td>1.044</td>
<td>1.134</td>
<td>0.916</td>
</tr>
<tr>
<td>August</td>
<td>0.908</td>
<td>1.529</td>
<td>1.037</td>
<td>1.183</td>
<td>1.328</td>
</tr>
<tr>
<td>September</td>
<td>1.052</td>
<td>1.266</td>
<td>1.395</td>
<td>1.496</td>
<td>1.122</td>
</tr>
<tr>
<td>October</td>
<td>1.307</td>
<td>1.225</td>
<td>1.486</td>
<td>1.063</td>
<td>1.384</td>
</tr>
<tr>
<td>November</td>
<td>1.365</td>
<td>1.034</td>
<td>1.422</td>
<td>0.866</td>
<td>1.428</td>
</tr>
<tr>
<td>December</td>
<td>1.403</td>
<td>1.014</td>
<td>1.593</td>
<td>0.998</td>
<td>1.367</td>
</tr>
<tr>
<td><strong>Coefficient of variation (Cv)</strong></td>
<td>0.269</td>
<td>0.143</td>
<td>0.196</td>
<td>0.306</td>
<td>0.145</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Intra-week seasonal indices</th>
<th>ENT</th>
<th>Orthopaedics</th>
<th>Paediatrics</th>
<th>Dermatology</th>
<th>OB/GYN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monday</td>
<td>1.498</td>
<td>1.400</td>
<td>1.455</td>
<td>1.431</td>
<td>1.380</td>
</tr>
<tr>
<td>Tuesday</td>
<td>1.130</td>
<td>1.239</td>
<td>1.054</td>
<td>1.270</td>
<td>1.220</td>
</tr>
<tr>
<td>Wednesday</td>
<td>1.170</td>
<td>1.062</td>
<td>1.110</td>
<td>0.891</td>
<td>0.988</td>
</tr>
<tr>
<td>Thursday</td>
<td>1.225</td>
<td>1.215</td>
<td>1.211</td>
<td>1.446</td>
<td>1.281</td>
</tr>
<tr>
<td>Friday</td>
<td>1.124</td>
<td>1.231</td>
<td>1.319</td>
<td>1.076</td>
<td>1.280</td>
</tr>
<tr>
<td><strong>Coefficient of variation (Cv)</strong></td>
<td>0.126</td>
<td>0.119</td>
<td>0.161</td>
<td>0.226</td>
<td>0.146</td>
</tr>
</tbody>
</table>
Neural network analysis and results

The neural network methodology in this case allude to the utilization of complex computer algorithms that detect existing models and relationships within historical data. The neural network framework used in this analysis incorporates a multilayered perceptron[23]with a feedforward backpropagation testing function [24] . The neural network modeling process begins with an input layer that includes nodes that correspond to each independent (driver) variable. Driver variables are assigned weights by the algorithm, where the weighted sum of these inputs is passed into a squashing function in the hidden layer where non-linear calculations are performed on the variables relative to the dependent variable. The combined results in the input and hidden layers are passed to an output layer and compared with the historical dependent variable. Weights for variables are estimated by the backpropagation training method.

The final model is a set of code that involves a allowance or adjustment made in order to take account of special circumstances or compensate for a distorting factor scheme for independent/driver variables. Neural networks can be compared with regression analysis, with a major differentiator being that the n-net approach is based in algorithmic processing that incorporates a dynamic weighting mechanism.

3. Conclusions

These advanced analytic methods go across simple recognition of retrospective capabilities of prime reporting and supply decision markers with quantitative models that describe relationships among variables underpinning processes. These models provide simulation capabilities to project eventual outcomes given customization to process variable inputs.

More unpretentiously put, analytic methods such as neural networks process historical data and determine whether there are reliable steadiness in the rate at which things occurs or is repeated over a particular period of time and magnitude of occurrences in that data [25]. In this case do Mondays or Tuesdays of every week or particular months over the 3 years entail significant trends/patterns regarding demand for patient services.

The yield for the multivariate approach could return practical value information for hospital staffing office. The output could spot whether a particular day of the week consistently experiences +/- average demand, and would also provide an assessment of the detailed level of the demand. With this knowledge, health-care staffing operations can better keep suitable clinicians on a daily basis with greater precision to facilitate solid care for patients. In the case at hand, significant seasonal patterns were identified.
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