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Abstract: In a computer system, the fastest storage component is the CPU cache, followed by 
the system memory. I/O to disk is thousands of times slower than an access to memory. This 
fact is the key for why you try to make effective use of memory whenever possible and defer 
I/Os whenever you can. The majority of the user response time is actually spent waiting for a 
disk I/O to occur. By making good use of caches in memory and reducing I/O overhead, you 
can optimize performance. The goal is to retrieve data from memory whenever you can and to 
use the CPU for other activities whenever you have to wait for I/Os. This paper examines 
ways to optimize the performance of the system by taking advantage of caching and effective 
use of the system’s CPUs.  
 
Keywords: Tuning, I/O, RDBMS. 
 

Introduction 
I/O is probably one of the most 
common problems facing RDBMS 

users. In many cases, the performance of 
the system is entirely limited by disk I/O. 
In some cases, the system actually 
becomes idle waiting for disk requests to 
complete. We say that these systems are 
I/O bound or disk bound. Disks have 
certain inherent limitations that cannot be 
overcome. Therefore, the way to deal 
with disk I/O issues is to understand the 
limitations of the disks and design your 
system with these limitations in mind. 
Knowing the performance characteristics 
of your disks can help you in the design 
stage. Optimizing your system for I/O 
should happen during the design stage. 
Different types of systems have different 
I/O patterns and require different I/O 
designs. Once the system is built, you 
should first tune for memory and then 
tune for disk I/O. The reason you tune in 
this order is to make sure that you are not 
dealing with excessive cache misses, 
which cause additional I/Os. The strategy 
for tuning disk I/O is to keep all drives 
within their physical limits. Doing so 

reduces queuing time and thus increases 
performance. In your system, you may find 
that some disks process many more I/Os per 
second than other disks. These disks are 
called “hot spots.” Try to reduce hot spots 
whenever possible. Hot spots occur 
whenever there is a lot of contention on a 
single disk or set of disks. 
 
2. Understanding Disk Contention 
Disk contention occurs whenever the 
physical limitations of a disk drive are 
reached and other processes have to wait. 
Disk drives are mechanical and have a 
physical limitation on both disk seeks per 
second and throughput. If you exceed these 
limitations, you have no choice but to wait. 
You can find out if you are exceeding these 
limits both through Oracle’s file I/O 
statistics and through operating system 
statistics. Although the Oracle statistics give 
you an accurate picture of how many I/Os 
have taken place for a particular data file, 
they may not accurately represent the entire 
disk because other activity outside of Oracle 
may be incurring disk I/Os. Remember that 
you must correlate the Oracle data file to the 
physical disk on which it resides. 

1
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Information about disk accesses is kept in 
the dynamic performance table 
V$FILESTAT.  
 
Important information in this table is 
listed in the following columns: 
 

 PHYRDS: The number of physical 
reads done to the data file. 

 PHYWRTS: The number of 
physical writes done to the data file. 

 
The information in V$FILESTAT is 
referenced by file number. The dynamic 
performance table V$DATAFILE 
contains a reference to this number as well 
as other useful information such as this: 
 

 NAME: The name of the data file. 
 STATUS: The type of file and its 

current status. 
 BYTES: The size of the data file. 
 

Together, the V$FILESTAT and 
V$DATAFILE tables can give you an 
idea of the I/O usage of your data files. 
Use the following query to get this 
information: 
 

SQL> SELECT substr(name,1,40), 
phyrds, phywrts, status, bytes 
2 FROM v$datafile df, v$filestat fs 
3 WHERE df.file# = fs.file#; 
SUBSTR(NAME,1,40) PHYRDS 
PHYWRTS STATUS BYTES 
---------------------------------------- -------- -
------- ------ -------- 
C:\UTIL\ORAWIN\DBS\wdbsys.ora 221 
7 SYSTEM 10485760 
C:\UTIL\ORAWIN\DBS\wdbuser.ora 0 0 
ONLINE 3145728 
C:\UTIL\ORAWIN\DBS\wdbrbs.ora 2 0 
ONLINE 3145728 
C:\UTIL\ORAWIN\DBS\wdbtemp.ora 0 
0 ONLINE 2097152 

 
The total I/O for each data file is the sum 
of the physical reads and physical writes. 
It is important to make sure that these 
I/Os don’t exceed the physical limitations 

of any one disk. I/O throughput problems to 
one disk may slow down the entire system 
depending on what data is on that disk. It is 
particularly important to make sure that I/O 
rates are not exceeded on the disk drives. 
 
3. Identifying Disk Contention Problems 
To identify disk contention problems, you 
must analyze the I/O rates of each disk drive 
in the system. If you are using individual 
disks or disk arrays, the analysis process is 
slightly different. For individual disk drives, 
simply invoke your operating system or 
third-party tools and check the number of 
I/Os per second on an individual disk basis. 
This process gives you an accurate 
representation of the I/O rates on each drive. 
A general rule of thumb is not to exceed 50 
I/Os per second per drive with random 
access, or 100 I/Os per second per drive 
with sequential access. If you are 
experiencing a disk I/O problem, you may 
see excessive idle CPU cycles and poor 
response times. For a disk array, also invoke 
your operating system or third-party tools 
and check the same items specifically the 
number of I/Os per second per disk. The 
entire disk array appears as one disk. For 
most popular disk arrays on the market 
today, it is accurate to simply divide the I/O 
rate by the number of disks to get the I/Os 
per second per disk rate. The next step in 
identifying a disk contention problem is to 
determine the I/O profile for your disk. It is 
sufficient to split this into two major 
categories: sequential and random I/O. Here 
is what to look for: 
 

 Sequential I/O. In sequential I/O, 
data is written or read from the disk 
in order, sovery little head movement 
occurs. Access to the redo log files is 
always sequential. 

 Random I/O. Random I/O occurs 
when data is accessed in different 
places on the disk, causing head 
movement. Access to data files is 
almost always random. For database 
loads, access is sequential; in most 
other cases (especially OLTP), the 
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access patterns are almost always 
random. 
 

With sequential I/O, the disk can operate 
at a much higher rate than it can with 
random I/O. If any random I/O is being 
done on a disk, the disk is considered to 
be accessed in a random fashion. Even if 
you have two separate processes that 
access data in a sequential manner, the 
I/O pattern is random. 
 
With random I/O, there is not only access 
to the disk but a large amount of head 
movement, which reduces the 
performance of the disks.  
 
Finally, check these rates against the 
recommended I/O rates for your disk 
drives. Here are some good guidelines: 
 

 Sequential I/O. A typical SCSI-II 
disk drive can support 
approximately 100 to 150 
sequential I/Os per second. 

 Random I/O. A typical SCSI-II 
disk drive can support 
approximately 50 to 60 random 
I/Os per second. 

 
4. Solving Disk Contention Problems 
There are a few rules of thumb you should 
follow in solving disk contention problems: 
 

 Isolate sequential I/Os. Because 
sequential I/Os can occur at a much 
higher rate, isolating them lets you 
run these drives much faster. 

 Spread out random I/Os as much 
as possible. You can do this by 
striping table data through Oracle 
striping, OS striping, or hardware 
striping. 

 Separate data and indexes. By 
separating a heavily used table 
from its index, you allow a query 
to a table to access data and 
indexes on separate disks 
simultaneously. 

 Eliminate non-Oracle disk I/O 
from disks that contain database 
files. Any other disk I/Os slow down 
Oracle access to these disks. 

 
The following sections look at each of these 
solutions and determine how they can be 
accomplished. 
 
4.1 Isolate Sequential I/Os 
Isolating sequential I/Os allows you to drive 
sequentially accessed disks at a much higher 
rate than randomly accessed disks. Isolating 
sequential I/Os can be accomplished by 
simply putting the Oracle redo log files on 
separate disks. Be sure to put each redo log 
file on its own disk—especially the mirrored 
log file (if you are mirroring with Oracle). If 
you are mirroring with OS or hardware 
mirroring, the redo log files will already be 
on separate volumes. Although each log file 
is written sequentially, having the mirror on 
the same disk causes the disk to seek 
between the two log files between writes, 
thus degrading performance. It is important 
to protect redo log files against system 
failures by mirroring them. You can do this 
through Oracle itself, or by using OS or 
hardware fault tolerance features. 
 
4.2 Spread Out Random I/Os 
By the very nature of random I/Os, accesses 
are to vastly different places in the Oracle 
data files. This pattern makes it easy for 
random I/O problems to be alleviated by 
simply adding more disks to the system and 
spreading the Oracle tables across these 
disks. You can do this by striping the data 
across multiple drives or (depending on your 
configuration) by simply putting tables on 
different drives. Striping is the act of 
transparently dividing the contents of a large 
data source into smaller sources. Striping 
can be done through Oracle, the OS, or 
through hardware disk arrays. 
 
4.3 Oracle Striping 
Oracle striping involves dividing a table’s 
data into small pieces and further dividing 
these pieces among different data files. 



6  Tuning I/O Subsystem: A Key Component in RDBMS Performance Tuning 

 

 

Oracle striping is done at the tablespace 
level with the CREATE TABLESPACE 
command. To create a striped tablespace, 
use a command similar to this one: 
 

SQL> CREATE TABLESPACE 
mytablespace 
2 DATAFILE ‘file1.dbf’ SIZE 500K, 
3 ‘file2.dbf’ SIZE 500K, 
4 ‘file3.dbf’ SIZE 500K, 
5 ‘file4.dbf’ SIZE 500K; 
Tablespace created. 
 

 
To complete this task, you must then 
create a table within this tablespace with 
four extents. This creates the table across 
all four data files, which (hopefully) are 
each on their own disk.  
 
Create the table with a command like this 
one: 
 

SQL> CREATE TABLE mytable 
2 ( name varchar(40), 
3 title varchar(20), 
4 office_number number(4) ) 
5 TABLESPACE mytablespace 
6 STORAGE ( INITIAL 495K NEXT 
495K 
7 MINEXTENTS 4 PCTINCREASE 0 ); 
Table created. 

 
In this example, each data file has a size 
of 500K. This is called the stripe size. If 
the table is large, the stripes are also large 
(unless you add many stripes). Large 
stripes can be an advantage when you 
have large pieces of data within the table, 
such as BLOBs. In most OLTP 
applications, it is more advantageous to 
have a smaller striping factor to distribute 
the I/Os more evenly. The size of the data 
files depends on the size of your tables. 
Because it is difficult to manage hundreds 
of data files, it is not uncommon to have 
one data file per disk volume per 
tablespace. If your database is 10 
gigabytes in size and you have 10 disk 
volumes, your data file size will be 1 

gigabyte. When you add more data files of a 
smaller size, your I/Os are distributed more 
evenly, but the system is harder to manage 
because there are more files. you can 
achieve both manageability and ease of use 
by using a hardware or software disk array. 
Oracle striping can be used in conjunction 
with OS or hardware striping. 
 
4.4 OS Striping 
Depending on the operating system, striping 
can be done at the OS level either through 
an operating system facility or through a 
third-party application. OS striping is done 
at OS installation time. OS disk striping is 
done by taking two or more disks and 
creating one large logical disk. In sequence, 
the stripes appear on the first disk, then the 
second disk, and so on (see Figure 1).  
 
The size of each stripe depends on the OS 
and the striping software you are running. 
To figure out which disk has the desired 
piece of data, the OS must keep track of 
where the data is. To do this, a certain 
amount of CPU time must be spent 
maintaining this information. If fault 
tolerance is used, even more CPU resources 
are required. Depending on the software you 
are using to stripe  
 

 
Fig 1: OS Striping 

 
the disks, the OS monitoring facilities may 
display disk I/O rates on a per-disk basis or 
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on a per-logical-disk basis. Regardless of 
how the information is shown, you can 
easily determine the I/O rate per disk. 
Many of the OS-striping software 
packages on the market today can also 
take advantage of RAID technology to 
provide a measure of fault tolerance. OS 
striping is very good; however, It does 
consume system resources that hardware 
striping does not. 
 
4.5 Hardware Striping 
Hardware striping has a similar effect to 
OS striping. Hardware fault tolerance is 
obtained by replacing your disk controller 
with a disk array. A disk array is a 
controller that uses many disks to make 
one logical disk. The system takes a 
small slice of data from each of the disks 
in sequence to make up the larger logical 
disk (see Figure 2). 
 
Hardware fault tolerance has the 
advantage of not taking any additional 
CPU or memory resources on the server. 
All the logic to do the striping is done at 
the controller level. As with OS striping, 
hardware striping can also take advantage 
of RAID technology for fault tolerance. 
As you can see in Figures 1 and 2, to the 
user and the RDBMS software, the effect 
is the same whether you use OS or 
hardware disk striping. 

 
 

Fig 2: Hardware Striping 
 

The main difference between the two is 
where the actual overhead of maintaining 
the disk array is maintained.  
 
4.6 Review of Striping Options 
Whether you use Oracle striping, OS 
striping, or hardware striping, the goal is the 
same: distribute the random I/Os across as 
many disks as possible. In this way, you can 
keep the number of I/Os per second 
requested within the bounds of the physical 
disks. If you use Oracle striping or OS 
striping, you can usually monitor the 
performance of each disk individually to see 
how hard they are being driven. If you use 
hardware striping, remember that the OS 
monitoring facilities typically see the disk 
volume as one logical disk. You can easily 
determine how hard the disks are being 
driven by dividing the I/O rate by the 
number of drives. With hardware and OS 
striping, the stripes are small enough that the 
I/Os are usually divided among the drives 
fairly evenly. Be sure to monitor the drives 
periodically to verify that you are not up 
against I/O limits. 
 
Use this formula to calculate the I/O rate per 
drive: 
 

I/Os per disk = ( Number of I/Os per second 
per volume ) / (Number of drives in the 
volume) 

 
Suppose that you have a disk array with four 
drives generating 120 I/Os per second. The 
number of I/Os per second per disk is 
calculated as follows: 
 

I/Os per disk = 120 / 4 = 30 I/Os per second 
per disk 

 
For data volumes that are accessed 
randomly, you don’t want to push the disks 
past 50 to 60 I/Os per second per disk.  
To estimate how many disks you need for 
data volumes, use this formula: 
 

Number of disks = I/Os per second needed / 
60 I/Os per second per disk 



8  Tuning I/O Subsystem: A Key Component in RDBMS Performance Tuning 

 

 

 
If your application requires a certain data 
file to supply 500 I/Os per second (based 
on analysis and calculations), you can 
estimate the number of disk drives 
needed as follows: 
 

Number of disks = 500 I/Os per second / 
60 I/Os per second per disk = 16 2/3 
disks or 17 disks 

 
This calculation gives you a good 
approximation for how large to build the 
data volumes with no fault tolerance.  
 
4.7 Separate Data and Indexes 
Another way to reduce disk contention is 
to separate the data files from their 
associated indexes. Remember that disk 
contention is caused by multiple 
processes trying to obtain the same 
resources. For a particularly “hot” table 
with data that many processes try to 
access, the indexes associated with that 
data will be “hot” also. 
Placing the data files and index files on 
different disks reduces the contention on 
particularly hot tables. Distributing the 
files also allows more concurrency by 
allowing simultaneous accesses to the 
data files and the indexes. Look at the 
Oracle dynamic performance tables to 
determine which tables and indexes are 
the most active. 
 
4.8 Eliminate Non-Oracle Disk I/Os 
Although it is not necessary to eliminate 
all non-Oracle I/Os, reducing significant 
I/Os will help performance. Most systems 
are tuned to handle a specific throughput 
requirement or response time 
requirement. Any additional I/Os that 
slow down Oracle can affect both these 
requirements. Another reason to reduce 
non-Oracle I/Os is to increase the 
accuracy of the Oracle dynamic 
performance table, V$FILESTAT. If only 
Oracle files are on the disks you are 
monitoring, the statistics in this table 
should be very accurate. 

 
5. Reducing Unnecessary I/O Overhead 
Reducing unnecessary I/O overhead can 
increase the throughput available for user 
tasks. Unnecessary overhead such as 
chaining and migrating of rows hurts 
performance. Migrating and chaining occur 
when an UPDATE statement increases the 
size of a row so that it no longer fits in the 
data block. When this happens, Oracle tries 
to find space for this new row. If a block is 
available with enough room, Oracle moves 
the entire row to that new block. This is 
called migrating. If no data block is 
available with enough space, Oracle splits 
the row into multiple pieces and stores them 
in several data blocks. This is called 
chaining. 
 
6. Migrated and Chained Rows 
Migrated rows cause overhead in the system 
because Oracle must spend the CPU time to 
find space for the row and then copy the row 
to the new data block. This takes both CPU 
time and I/Os. Therefore, any UPDATE 
statement that causes a migration incurs a 
performance penalty. Chained rows cause 
overhead in the system not only when they 
are created but each time they are accessed. 
A chained row requires more than one I/O to 
read the row. Remember that Oracle reads 
from the disk data blocks; each time the row 
is accessed, multiple blocks must be read 
into the SGA. 
You can check for chained rows with the 
LIST CHAINED ROWS option of the 
ANALYZE command. 
You can use these SQL statements to check 
for chained or migrated rows: 
 

SQL> Rem 
SQL> CREATE TABLE chained_rows ( 
2 owner_name varchar2(30), 
3 table_name varchar2(30), 
4 cluster_name varchar2(30), 
5 head_rowid rowid, 
6 timestamp date); 
Table created. 
SQL> Rem 
SQL> Rem Analyze the Table in Question 
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SQL> Rem 

SQL> ANALYZE 
2 TABLE scott.emp LIST CHAINED 
ROWS; 
Table analyzed. 
SQL> Rem 
SQL> Rem Check the Results 
SQL> Rem 
SQL> SELECT * from chained_rows; 
no rows selected 

 
If any rows are selected, you have either 
chained or migrated rows. To solve the 
problem of migrated rows, copy the rows 
in question to a temporary table, delete 
the rows from the initial table, and 
reinsert the rows into the original table 
from the temporary table. Run the 
chained-row command again to show 
only chained rows. If you see an 
abundance of chained rows, this is an 
indication that the Oracle database block 
size is too small. You may want to export 
the data and rebuild the database with a 
larger block size. You may not be able to 
avoid having chained rows, especially if 
your table has a LONG column or long 
CHAR or VARCHAR2 columns. If you 
are aware of very large columns, it can be 
advantageous to adjust the database block 
size before implementing the database. A 
properly sized block ensures that the 
blocks are used efficiently and I/Os are 
kept to a minimum. Don’t over-build the 
blocks or you may end up wasting space. 
The block size is determined by the 
Oracle parameter DB_BLOCK_SIZE. 
Remember that the amount of memory 
used for database block buffers is 
calculated as follows:  
 

Memory used = DB_BLOCK_BUFFERS 
(number) * DB_BLOCK_SIZE (bytes) 

 
Be careful to avoid paging or swapping 
caused by an SGA that doesn’t fit into 
RAM. 
 
7.  Dynamic Extensions 

Additional I/O is generated by the extension 
of segments. Remember that segments are 
allocated for data in the database at creation 
time. As the table grows, extents are added 
to accommodate this growth. Dynamic 
extension not only causes additional I/Os, it 
also causes additional SQL statements to be 
executed. These additional calls, known as 
recursive calls, as well as the additional I/Os 
can impact performance. 
You can check the number of recursive calls 
through the dynamic performance table, 
V$SYSSTAT.  
 
Use the following command: 
 

SQL> SELECT name, value 
2 FROM v$SYSSTAT 
3 WHERE name = ‘recursive calls’; 
NAME VALUE 
----------------------- 
recursive calls 5440 

 
Check for recursive calls after your 
application has started running and then 15 
to 20 minutes later. This information will 
tell you approximately how many recursive 
calls the application is causing. Recursive 
calls are also caused by the following: 

 Execution of Data Definition 
Language statements. 

 Execution of SQL statements within 
stored procedures, functions, 
packages, and anonymous PL/SQL 
blocks. 

 Enforcement of referential integrity 
constraints. 

 The firing of database triggers. 
 Misses on the data dictionary cache. 

As you can see, many other conditions can 
also cause recursive calls. One way to check 
whether you are creating extents 
dynamically is to check the table 
DBA_EXTENTS. If you see that many 
extents have been created, it may be time to 
export your data, rebuild the tablespace, and 
reload the data. Sizing a segment large 
enough to fit your data properly benefits you 
in two ways: 
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 Blocks in a single extent are 
contiguous and allow multiblock 
reads to be more effective, thus 
reducing I/O. 

 Large extents are less likely to be 
dynamically extended. 

Try to size your segments so that 
dynamic extension is generally avoided 
and there is adequate space for growth. 
 
8. Conclusion 
In this paper we have explained the 
impact of efficient configuration of I/O 
for enhancing the performance of 
RDBMS. For practical explanation we 
have used one of the popular RDBMS i.e. 
oracle 10g. We have suggested many 
parts of I/O subsystem those impact the 
performance of RDBMS. 
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Abstract:  The research presented in this work focuses on financial time series prediction 
problem. The integrated prediction model based on support vector machines (SVM) with 
independent component analysis (ICA) (called SVM-ICA) is proposed for stock market 
prediction. The presented approach first uses ICA technique to extract important features 
from the research data, and then applies SVM technique to perform time series prediction. 
The results obtained from the SVM-ICA technique are compared with the results of SVM-
based model without using any pre-processing step. In order to show the effectiveness of the 
proposed methodology, two different research data are used as illustrative examples. In 
experiments, the root mean square error (RMSE) measure is used to evaluate the 
performance of proposed models. The comparative analysis leads to the conclusion that the 
proposed SVM-ICA model outperforms the simple SVM-based model in forecasting task of 
nonstationary time series. 
 
Keywords: support vector machines, regression, independent component analysis, financial 
time series, stock prediction  
 

Introduction 
In recent years, the fast growing 
financial markets opened new 

horizons for investors and the same time 
bringing new challenges for financial 
analysts in their efforts to make effective 
decisions and reduce the investment risks. 
Stock market is a highly dynamic and 
complex system since there are a great 
number of interacting factors that affect 
the future prices [1]. In fact, stock market 
prediction means understanding which 
economic and non-economic factors affect 
market prices in order to predict the target 
variables based on the analysis of 
historical data. Thus, many researchers in 
the field of economic predictions have 
claimed that stock market prediction is a 
difficult task compared with other time 
series analysis problems as stock data is 
non stationary, random and chaotic [2][3].  
However, financial time series are 
characterized by uncertainty and noise, 
there is some evidence that stock markets 
can be predictable through the use of 
different methods ranging from 
econometric to machine learning 

techniques [4]. Currently, advancements in 
different fields of applied mathematics and 
information technologies have led to the 
development of novel prediction models 
based on artificial intelligence techniques. 
Existing research indicates that statistical 
techniques are useful for modelling linear 
problems but those fail to capture the non-
linear behaviour presented in financial time 
series as stock markets are non-linear 
deterministic systems [5].  
In recent years, numerous machine learning-
based models have been presented for time 
series analysis. Among them, Support 
Vector Machines (SVM) is a novel 
technique designed to solve non-linear 
classification and regression problems in 
time series analysis. SVMs are based on the 
structural risk minimization principle which 
allows them to estimate a function by 
minimizing an upper bound of 
generalization error [6]. Due to its ability to 
achieve a high generalization performance 
and testing accuracy, SVMs have been 
successfully applied for time series 
prediction domain. In regard to financial 
forecasting, Trafalis and Ince (2000), Tay 

1
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and Cao, (2001) introduced an 
application of SVM for stock market 
prediction, and showed promising results 
compared with neural network-based 
models. Similarly, Kim, (2003) applied 
SVM to forecast the stock price index 
and concluded that SVM can be 
successfully applied to stock market 
prediction as an alternative to neural 
networks. Also, Huang et al., (2005) 
applied SVM to forecast the movement 
direction of stock market, and showed 
that SVM has better prediction 
performance compared with other 
statistical and machine learning methods.  
The main problem in stock market 
forecasting is the inherent noise of the 
financial data. By removing unwanted 
information from historical data we can 
increase forecasting accuracy and speed. 
Several researchers have proposed hybrid 
models based on SVM and feature 
selection techniques. For example, Cao et 
al, (2003) presented prediction model 
based on SVM technique and also three 
different feature extraction techniques, 
namely, principal component analysis 
(PCA), kernel PCA (KPCA) 
and Indepentent Component Analysis 
(ICA). They concluded that use of feature 
extraction techniques had increased 
prediction accuracy and among proposed 
techniques the best performance showed 
model based on KPCA and SVM 
techniques. Hsu et al., (2009) applied 
two-stage architecture for stock price 
prediction based on self-organizing map 
(SOM) and SVM. They used SOM to 
decompose and classify the input data 
and support vector machines for 
regression (SVR) to predict prices, and 
showed that their model outperforms the 
standard SVM-based model in stock price 
prediction. Lee (2009) presented a stock 
market trend prediction model based on 
support vector machine (SVM) with a 
hybrid feature selection method named F-
score and Supported Sequential Forward 
Search (F_SSFS). Their experimental 
results showed that their proposed hybrid 

model outperforms neural network based 
model combined with other feature selection 
methods. Kao et al., (2013) introduced a 
novel combined model based on wavelet 
transform, multivariate adaptive regression 
splines (MARS), and support vector 
regression (SVR) to forecast stock prices, 
and concluded that their proposed approach 
outperforms other models in forecasting the 
stock prices. 
One model can be suitable to predict a 
certain financial market but fail to predict 
another market’s data as there are different 
factors affecting stock prices varying from 
one market to another. In recent years, a 
series of studies concerning data forecasting 
based on multivariate input models 
including different macroeconomic variables 
and technical indicators have been reported 
[15][16][17][18]. The experimental results 
showed that different externally determined 
variables based on technical and 
fundamental analysis are useful in prediction 
of stock markets data.    
The main objective of this study is the 
investigation of the effectiveness of 
combined prediction model based on ICA 
and SVM techniques in forecasting task of 
noisy stock data. In such a model, first pre-
processing step is used to prepare the 
research data and select important features 
by ICA method, and then SVM based 
prediction model is constructed based on the 
selected variables.  The superiority of the 
proposed model is shown by the 
comparative analysis of stock market 
prediction model based on SVM and ICA 
techniques against single SVM-based 
prediction model without using any feature 
selection technique. 
The remainder of this paper is organized as 
follows. Section 2 gives brief introduction to 
Support Vector Machines (SVM) and 
Independent Component Analysis (ICA). 
Section 3 describes the proposed methodology, 
including data collection, preparation and 
forecasting model. In Section 4, the 
experimental results together with a comparative 
analysis are summarized and discussed. Finally, 
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the concluding remarks are presented in the 
Section 5. 
 
2 Background 
2.1 Support Vector Machines (SVM) 
Support Vector Machines (SVM) is a 
family of learning algorithms originated 
as an implementation of the structured 
risk minimization (SRM) principle 
proposed by Vapnik [19].  
The basic idea behind SVM model is to 
represent the given examples of data as 
points in a high-dimensional feature 
space and linearly separate the feature 
vectors by a maximum margin 
hyperplane. The diagram of linearly 
separable SVM is depicted in figure 1. 
The data points closest to the maximum 
margin hyperplane lying on the dotted 
line are used to determine the regression 
surface. This small subsets of data points 
are called support vectors, while the 
points within the ε–insensitive zone are 
not important in terms of the regression 
function and contribute to the error loss 
function. In time series analysis, the 
application of SVMs used in regression 
analysis is called Support Vector 
Regression (SVR) [20]. 
Given a training data set 

, 

where  denotes the space of the 

input patterns, the SVR function can be 
expressed as: 

     (1) 

where,  is a weight vector   is a 

bias and  represents the mapping function. 

The objective of the SVR is to find a 
function f that has the most  deviation 

from the target  and, the most possible 

flat f. The problem can be solved by 
finding the small values of the Euclidian 
norm  which can be achieved by 

solving the following optimization 
problem. 
 

(2)      

  

        

 

 
The optimization problem (2) is feasible 
when there is f such that  

for all . When the training data is 

not linearly separable, slack variables  

are introduced to deal with unfeasible 
constraints of the optimization problem (2).  
The optimization problem (2) can be re-
formulated as: 
 

 
    (3) 

 
 

where  is the regularization term 

preventing over-learning,  is the 

empirical risk; and  is called a 

regularization constant which controls the 
trade-off between the empirical risk and 
regularization term.  
The ε-insensitive loss function  can be 

described as: 

   (4) 

 
 
 

 
 
Fig 1: Support Vector Machines (SVM) and 

ε-insensitive loss function 
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The quadratic optimization problem (3) 
can be solved by introducing Lagrange 
multipliers.  
Let L be the Lagrange function: 

 

 
where  are the Lagrange 

multipliers. Thus the dual optimization 
problem corresponding to (3) is given by 

   (6) 

 

by changing the equation 
,  

 
Consequently, applying Lagrange theory and 
the Karush-Kuhn-Tucker condition, the 
general SV regression function can be 
expressed by 

 
where  is defined as kernel 

function. The value of kernel function is 
equal to the inner product of  and  in 

the feature space   and  , such 

that: 
=    (9) 

Any function that satisfies the condition 
proposed by Mercer can be applied as the 
kernel function [19]. The most common 
kernel functions are Gaussian kernel and 
polynomial kernel functions defined as: 

=   

=   (10) 

where  and  are the kernel parameters 

[21],[22]. 
 
2.2 Independent Component Analysis 
(ICA) 
Independent component analysis (ICA) is an 
unsupervised method for extracting 
individual signals from a multivariate signal 
proposed by [23].  ICA decomposes the 
given dataset into components so that each 
component is statistically independent from 
the others and assumed to be non-Gaussian. 
The basic form of ICA model is shown in 
figure 2. 
 

 
Fig. 2. Scheme of general ICA process 

 
The original source signals s are mixed 
through the mixing matrix A to form the 
observed signal x, then the de-mixing matrix 
W transforms the observed signal into the 
independent components y. 
Let  be the random variables, 

defined by the linear combinations of the 
random variables , then for any 

, 

 
 
Using vector-matrix notation and denoting 
the matrix A with elements ai,j, by 

 , and row vectors 

, .  

 
The ICA model can be defined by the matrix 
as follows: 
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where  is the ith row of unknown 

matrix A, and  

 
The ICA model aims to estimate the 
latent variables s and unknown mixing 
matrix A from x with the assumption that 
source components  are statistically 

independent and at most one of the 
components has a Gaussian distribution. 
In other words, the ICA model tends to 
find a de-mixing matrix W that makes the 
latent variables statistically independent 
such that, 

 
 
where  is the 

independent component vector, the vector 
 is the ith row of the de-mixing matrix 

W. The elements of the vector y are called 
independent components (ICs) and they 
are used to estimate the source 
components . 

One of the ways to determine the de-
mixing matrix W is the maximization of 
the statistical independence of ICs such 
as the maximization of non-Gaussianity. 
The non-Gaussianity of the ICs can be 
measured by the negentropy which is 
based on the concept of the information-
theoretic quantity of entropy.  
The negentropy of a random variable y 
with my mean and covariance matrix Σy is 
defined by the following equation: 
 

     (14) 

 
where   is a Gaussian random 

variable of the same covariance matrix as 
y and is distributed as  and H 

is the entropy of a random vector. 
 
The entropy H is defined as: 
 

 
 
where p(y) is the the density. 
The value of negentropy is always non-
negative and equal to zero when y has a 
Gaussian distribution.  
The most popular algorithm to find a 
maximum of the non-Gaussianity of Wx is a 
fixed-point algorithm called FastICA [24]. 
The negentropy can be approximated by: 
 

 
 
where G is any given quadratic function and  

is a Gaussian variable of zero mean.  
 
By denoting g as the derivative of the 
nonquadratic function G, the one unit version 
of FastICA algorithm is as follows: 
1. Choose an initial random vector w, 
2. Let  

3. Let  

4. If not converged, go back to 2 
 
3 Research Design 
3.1 The combined SVM-ICA model 
This paper proposes a stock market 
forecasting model by combining SVM and 
ICA techniques (called SVM-ICA model). 
The proposed prediction framework consists 
of two stages.  
In the first stage, the ICA technique is used 
to extract information from research data. 
ICA technique uses the observed data to 
convert original signals into separate 
independent components (ICs).  
In the second stage, SVM technique is 
applied to forecast the stock prices. The 
features extracted by ICA technique are used 
as input variables to construct the prediction 
model.  
In our prediction model, the future values of 
target variable are predicted by using the 
previous values of the same variable and 
sets of variables obtained from technical and 
fundamental analysis of the stock market. 
The mathematical description of general 
prediction model is the following: 
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and 

 

 
where  is the predicted closing 

price for the period p, d is the delay,  is 

the closing price at the moment of time t, 

and by  

we denote the vector entries of which are 
the values of the indicators having 
influence on . In our model, we 

consider p=1 and, as a result of 
correlogram analysis, d=2.  
In both testing and training phases, the 
aim of the proposed methodology is to 
obtain the ICA representation of data in 
each input set and, based on it, to derive 
the proper parameters for the SVM 
model. In the training phase, the ICA 
model was applied to represent 
information concerning the given 
collection of input data. Then the SVM 
model is derived using ICA 
representation of the input data. In the 
testing phase the ICA model together 
with the SVM parameters are re-
computed based on the following 
computation scheme. 
Let  be the set of 

training input data, 
 
and  be the set 

of input testing data 
 
then by denoting 

 

 
The algorithm used in forecasting the 
new, unseen yet, samples is described as 
follows. 
Let  be the new sample 

For  

Step 1. Compute the ICA model 
corresponding to the input data  

Step 2. Compute the SVR model to 
predict  from (17) 

Output:  

 
3.2. Data collection and preparation 
To better understand the effectiveness of the 
proposed prediction model, two different 
experimental data sets are used in this paper, 
both based on real stock market data. 
First data set is based on the historical 
weekly observations of a set of variables 
obtained from Bucharest Stock Exchange. 
The given data set covers the period from 
3/9/2008 to 11/30/2014, a total of 350 cases 
of trading weeks. The research data set 
includes a total of 39 variables from which 
35 variables were selected from technical 
analysis and 4 macroeconomic variables 
were obtained from fundamental analysis of 
OMV Petrom stock (symbol OMV). The 
closing price of OMV Petrom stock was 
used as a forecasting variable.  
Second data set presents daily observations 
taken from Baltic Stock Exchange. The 
entire data set covers the period from 
03/12/2012 to 12/30/2014, a total of 700 
daily observations. The data set includes 35 
variables obtained only from technical 
analysis of Tallink stock (symbol TALL1T). 
The closing price of Tallink stock was used 
as a target variable for prediction model. 
The collected data samples have different 
scales as they come from different markets 
and sources. It is essential to consider data 
pre-processing by normalization in order to 
improve the training step and prediction 
results of the proposed model. Thus, the 
original data sets are normalized into the 
range of [0,1] using the formula given by 

 
 
where  is the normalized data,   is the 

original data,  are maximum 

and minimum values of . 

 
4 Experimental Results and Discussion 
This study integrates ICA and SVM 
techniques to predict the stock market closing 
price. The proposed SVM-ICA forecasting 
model was tested on two different databases. 
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The weekly closing price of OMV Petrom 
stock and daily Tallink stock closing price 
are used in this study as target variables. 
The whole data set is divided into two 
parts. The first part (70%) is used for 
training step and the second part (30%) is 
reserved for prediction step.  
For ICA process, we consider m input 
time series (for the first case m=39 and 
for the second case m=35, based on the 
number of input variables that influence 
the closing price). Each of the time series 
is considered as a row formed by matrix 
X of size m x n (for the first case n=350 
and for the second case n=700, based on 
the total observations of variables). The 
separate matrix W and the independent 
component matrix Y are calculated by the 
ICA method, where each row of Y 
represents an individual IC.  
We adopt a fast fixed-point algorithm for 
ICA (FastICA) to extract independent 
components from collected financial 
time-series data. The number of ICs for 
two databases is as follows: 4 out of 39 
variables are selected for the first data set 
(OMV Petrom) and 3 out of 35 variables 
for the second data (Tallink). 
After pre-processing step, the SVM 
model was developed for data training. In 
building the prediction model, the 
performance of SVM depends on the 
accurately selected kernel function and 
parameters, such as, regularization 
constant C and loss function  defined in 

section 2.1. In this experiment, the Radial 
Basis Function (RBF) was used as a 
kernel function, 

 as 

it is suitable for non-linear problems. In the 
literature of SVM, one of the suggested 
methods for the choice of the parameters C 
and  is based on the cross-validation via 

grid-search method proposed in [25]. The 
pair of parameters C and  with the best 

cross-validation accuracy which generate the 
minimum forecasting is considered the best 
parameter set. Then, the trained SVM model 
with proper parameter setting is preserved 

and employed in the testing phase based on the 
algorithm presented in Section 3.1. 
For building the SVM prediction model, the 
LIBSVM tool box was used in this study 
[26]. 
The prediction performance is evaluated in 
terms of root mean squared error (RMSE), 
defined by: 

 
where is the 

vector of target values, 
 is the vector of 

predicted values and  is the number of 

data samples. 
 
The prediction results of the proposed 
integrated SVM-ICA model are compared 
with the model based on single SVR 
technique without using any preprocessing 
step. The forecasting error is given in the 
table 1.  
 
Table 1. The forecasting results using SVM-

ICA model against single SVM model 
Data set RMSE Model 
Bucharest Stock Exchange 0.0729 

0.022593 
SVM 
SVM-ICA 

   

Baltic Stock Exchange 0.12286 SVM 
 0.019191 SVM-ICA 

 
The actual closing price of OMV Petrom 
stock and its predicted values for 105 new 
samples using SVM-ICA and single SVM 
models are depicted in figure 3 and 4. The 
data set was obtained from Bucharest Stock 
exchange with 350 weekly observations, and 
the prediction results are given for 105 news 
samples. 
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Fig. 3. Prediction results of OMV Petrom 

stock using SVM-ICA model, 
RMSE=0.022593. 

 

 
Fig. 4. Prediction results of OMV Petrom 

stock using single SVM model without 
any pre-processing step, RMSE=0.0729. 

 
For the data set obtained from Baltic 
Stock exchange with 700 daily 
observations, the prediction results of the 
closing price of Tallink stock for 210 
news samples yet not seen are depicted in 
the figure 5 and 6. 

 

Fig. 5. Prediction results of Tallink stock 
using SVM-ICA model, RMSE=0.019191 

 

 
Fig. 6. Prediction results of Tallink stock 
using single SVM model without any pre-

processing step, RMSE=0.12286. 
 
5 Conclusion 
Currently, stock market prediction is one of 
the challenging tasks of time-series analysis 
domain. In recent years, different prediction 
models have been presented using novel 
machine learning techniques. SVM is a new 
but promising approach for financial 
predictions. In this research, the combined 
stock market prediction model based on ICA 
and SVM techniques was examined. The 
main idea was to demonstrate the 
effectiveness of the hybridization of two 
methods in forecasting task of noisy data. 
This study used ICA to select input variables 
from technical and fundamental analysis, 
and SVM model to forecast the closing 
price. To show the effectiveness of the 
proposed methodology, two different data 
sets were used in the experiments. In 
addition, comparative analysis has been 
conducted against the model that uses only 
SVM technique without pre-processing step. 
The results obtained from the hybridized 
SVM-ICA model showed that ICA method 
effectively improved forecasting results 
from the point of view RMSE measure. This 
study allows us to conclude that SVM 
technique is an effective method for stock 
market prediction when it is combined with 
feature selection techniques. Moreover, 
experimental results obtained from proposed 
two-stage model encourage us to use other 



20 A Stock Market Prediction Method Based on Support Vector Machines (SVM)  
and Independent Component Analysis (ICA) 

 

 

pre-processing methods for gaining better 
experimental results. 
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Abstract: In the actual market, when thousands of mobile, PC or console games are released 
every year, developing and publishing a successful and profitable game is a very challenging 
process. The gaming industry is very competitive, and all the distribution channels are full of 
projects competing for players. More and more companies are investing a lot of time and 
resources in developing an effective way to save and store all the data used and generated by 
their game’s users. In order to develop effective and successful projects, companies adopted a 
lot of tools and techniques from other domains, like Statistics, Business Intelligence, or 
Project Management. The method most currently used is Analytics, defined as the process of 
discovering and communicating patterns in data, to better understand players’ behavior, 
analyze their in-game interaction, and predicting their next in-game actions. This represents 
a huge step forward for the gaming industry, towards successful projects and user-tailored 
gaming experience. In this article the problem of users’ retention is discussed, and a 
regression model is proposed in order to forecast players’ retention, and prevent players from 
leaving the game. 
Keywords: game analytics, metrics, user behavior, Weka, linear regression, forecast, 
players’ retention. 

 
Introduction 
Game Analytics was well documented 
and all the important concepts were 

defined by M. S. El-Nasr (editor) et al. [1], 
which covers a variety of analytics topics. 
The book is focused on behavioral 
telemetry and its role in the game 
development process and research. 
Authored by more than 50 experts in the 
field, the book covers data mining, 
visualization, monetization, and user 
research. 
The process of user research is crucial in 
developing a game for success, and the first 
thing to mention is the frequency of the 
player’s come backs in game, and the daily 
time spent playing. There is a direct 
connection between these two metrics and 
the following in-game activity of the player, 
as also mentioned in S. K. Hui paper [2] 
about gamer retention, defining retention as 
“a key input to gamer lifetime value”. 
In this paper is studied the retention and its 
properties, and a forecast of the next week 
values of retention is made. This forecast 
can be very useful on the long term, 
because developers are able to predict 

which users are about to quit the game, and 
take measures to prevent this and improve 
game experience. 
 
2. Game analytics context 
In the context of data analysis, a very 
important part is represented by the 
prediction models created using machine 
learning and forecasting methods, as 
described in [4] and [5]. Prediction 
represents the process of forecasting future 
values of a time series based on the known 
values, and are widely used in areas like 
financial markets, healthcare, marketing, 
social/products networks, military 
operations, or national economies. 
Prediction can be hard because of noise, or 
not having the right or enough data to train 
the model, but this problems can be 
resolved by using a moving average to 
smoothen  the time series, and the data can 
be pre-processed and cleaned during this 
steps. 
Machine learning represents the 
automatically learning process to make 
accurate predictions, based on previous 
observations (see [6] for details). The 

1
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process of classification (classify samples 
into predefined set of categories) can be 

represented as seen in Figure 1, listed 
below: 

 
 

Fig. 1. The process of classification 
 

Examples of classification problems can be 
given from a sort of areas, like natural-
language processing, market segmentation, 
bioinformatics, face recognition, or text 
categorization. Among the advantages of 
solving problems using ML is the fact that 
machine learning algorithms are often 
more accurate than human-crafted rules, 
and are very flexible (can be applied to any 
learning task). One disadvantage is 
represented by the fact that is needed a lot 
of labeled data for the process of prediction 
to be more accurate. 
The rules of data analysis can also be 
applied to data generated from 
video/mobile games, and this is mainly 
known as game analytics. The basic tools 
for game analysis are represented by KPI’s 
(or Key Performance Indicators). 
This are the basic metrics defined 
according to each game (please see [1] and 
[3] for detailed definitions and examples), 
and are the most important metrics to be 
tracked over time, like: 
- DAU, abbreviation of Daily Active 

Users, defined as the total number of 
unique users that were active, 
calculated on a daily basis; active is 
defined as any action made in game, 
marked by a session – including only 
opening/closing the game; 

- MAU, abbreviation of Monthly Active 
Users, defined similarly to DAU, the 
only difference is the fact that the total 
number of active users is calculated 
during an entire month; 

- ARPU, abbreviation of Average 
Revenue Per User, defined as the 
average value of the game revenue for 

each user (calculated as the total 
revenue of the game divided by the 
total number of users); is also used a 
derivate of ARPU, named ARPPU 
(Average Revenue Per Paying User), 
calculated as the average value of the 
revenue only for the users that made at 
least one purchase in game; 

- Retention, defined as the number of 
players that come back in the game, 
and it’s calculated every day; most 
important values of retention are for 
the first day, the third day, and seventh 
day, and the thirtieth day; 

- (Average) Session Length, defined as 
the (average) value of a player’s 
session in game; a game session is 
defined by the moment when the player 
opens the game and the moment when 
he closes the game, and represents the 
amount of time between these two time 
stamps. 

The most important KPI in this case is 
Retention, which represents the number of 
players that come back in game within a 
given timeframe. This value is crucial for 
any game developer, as it measures the rate 
of success over time for the game, 
according to sessions and number of 
players. A small value for retention 
indicates the fact that the players are not 
retained/do not come back in the game 
after the given period of time.  
In the case of predicting a small retention 
value and identifying the users that are 
about to quit the game in the following 
days, some CRM campaigns or other type 
of player engaging actions should be taken 
into consideration, like: 

Labeled 

Training 

Data 

ML algo 

Classification rule + 

New data 

Predicted 

Data 
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- Promotions: represented by special 
offers and special prices of certain 
packages or boosters offered in the 
game’s store; this can also represent an 
offer for a smaller price of the next 
month subscription or for the next 
mission (details are strictly defined 
according to the game characteristics); 

- Newsletters and Invites: very important 
for the game features success, and is a 
good channel leading directly to the 
player’s email inbox; usually via 
newsletter are sent articles about the 
game’s users, development, new 
features, promotions, community, and 
invites to all the game related events; 

- Rewards: this is one of the most 
effective ways to engage or re-engage a 
player in the game, and represents the 
process of sending rewards and 
boosters for free to certain users 
(usually this users are about to quit the 
game because they are having a hard 
time to passing a game level, and by 
receiving this reward they manage to 
advance in game). 

 
3. Retention forecast 
The first step in improving the game 
success by improving the retention rate (by 
campaigns) is to identify users that are 
about to quit the game (churn users), 
because can be a direct connection between 
decreasing user activity and churn rate. 

To be able to use the information about 
churn users and predict retention for the 
following timeframe, one of the solutions 
can be to use machine learning based on 
historical tracking data. In this case we will 
be using historical data to train the defined 
model, and then apply the model on new 
data to obtain retention predictions and 
churn users. 
The data used for this model should be 
extracted from a mobile game, using metrics 
defined according to each game. In this case 
we are interested in the following KPI: 
- Sessions Per Day, defined as the total 

number of sessions a player has during 
a day, where sessions are defined as the 
total time between the moment when 
the player opens and closes the game; 

- Time in game per day, defined as the 
total time a player spends in game 
during a day, and calculated as the sum 
of the sessions he had during that day, 
because these parameters represent best 
the retention of the players. 

The data is automatically generated, using 
a Matlab function (randi). The values of 
sessions/day and time in game/day (in 
seconds), are created respecting the 
following conditions, displayed below in 
Table 1, where day 1 corresponds to the 
first day after the game installation day. In 
order to simulate real data generated from 
a game, we should use the known 
characteristics of users’ data. 

 
Table 1. Average Retention values 

Day Number (Average) Retention Range 
Day 1 60-65% 
Day 3 50-55% 
Day 7 40-45% 
Day 30 20% 
Day 60 5% 

 
We need to observe user behavior: for each 
user we have several time series, and the 
users with too few data should be ignored. 
The chosen metrics must explain the churn 
decision, in this case we defined daily 
numbers of sessions, and daily sessions 
length. The created model can be updated 

anytime with other metrics in order to 
improve performance. 
For the case when the data is too noisy, we 
should use rolling sums over the last period 
of time or maybe moving averages, to 
eliminate the noise and made the model 
more accurate. 
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After filtering and grouping the data, we 
continue the process by creating the time 
series: the data is processed and converted 
to match the structure of an .arff file and 
saved with this extension, and the file is 
imported in Weka, to complete the 
preprocessing part (this is completed using 
the “Preprocess” tool from Weka). 
To create the .arff file is used the structure 
described below, where the two attributes 
are defined: day, which is numeric and 
represents the day’s number, and the time 
spent in game each of the days (numeric as 
well, counted in seconds). The data section 
is started with the mark “@data”, and the 
attributes are listed below, separated by 
commas, one entry on each line of the file. 
@relation UsersHistory 
  
@attribute day numeric 
@attribute time numeric 
  
@data 

  
1,4646 
2,4509 
3,4473 
4,4357 
5,4282 
6,4254 
7,4237 
8,3767 
9,3707 
10,3541 
… 
We can visualize the data imported in 
Weka using the Visualize tool, after setting 
the colors, and other parameters for the 
selected chart. The values of daily time in 
game of the selected player is plotted as 
displayed in Figure 2, having the day’s 
number displayed on OX (values from 1, 
representing the first day in game, to 42, 
representing the 42th day in game), and the 
total daily time spent in game, measured in 
seconds (values between 0 and 4865). 

 
Fig. 2. Example of player retention during 6 weeks 

For the forecast of the future values of 
“time in game” and retention, we use 

Weka’s tool named “Forecast”. In the first 
case the prediction is made using Linear 
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Regression as the base learner, but we also 
try time series forecasting with other 
different algorithms, for the first 6 weeks. 
In order to test the forecasted values and 
measure the accuracy of the prediction, we 
compare the predicted values with the real 
values for the following 5 days. The 
forecast is made for a player with 6 weeks 
of history, including days with no game 
activity (this means that time spent in game 
equals 0), and the previous 4 days with no 
game activity at all. 
The scheme used to forecast time in game 
is Linear Regression Model as presented in 
paper [4], defined below in the code 
section. The variable used for the 
regression model is the daily sessions 
length value, and is used to predict the 
expected values for the retention in the 
next 5 days. After choosing the desired 
model, LinearRegression, the data that it 
should use to build the model is loaded 
(the arff file described above), and we 
select “Use training set” – to specify that 
we want the desire model to be build based 
on the supplied training set. After this, we 
choose the dependent variable (the one we 
want to predict), which is the total daily 
time a player spends in game. The built 
regression model output and the predicted 
values are described below. 
=== Run information === 
Scheme: 
 LinearRegression -S 0 -R 
1.0E-8 -num-decimal-places 4 
-batch-size 1000 
Lagged and derived variable 
options: 
 -F [time] -L 1 -M 7 -G 
day -dayofweek -weekend 
Relation:     UsersHistory 
Instances:    42 
Attributes:   2 
              day 
              time 
Transformed training data: 
              day 
              time 
              Lag_time-1 
              Lag_time-2 
              Lag_time-3 

              Lag_time-4 
              Lag_time-5 
              Lag_time-6 
              Lag_time-7 
              day^2 
              day^3 
              day*Lag_time-1 
              day*Lag_time-2 
              day*Lag_time-3 
              day*Lag_time-4 
              day*Lag_time-5 
              day*Lag_time-6 
              day*Lag_time-7 
time: 
Linear Regression Model 
time = 
   -127.4628 * day + 
     -0.2469 * Lag_time-5 + 
      0.3209 * Lag_time-6 + 
     -0.2378 * Lag_time-7 + 
     -0.0099 * day*Lag_time-3 
+ 
     -0.0107 * day*Lag_time-4 
+ 
   6260.8175 
The results of the forecast model described 
above are the predicted values for the next 
5 days: 
43*        620.361  
44*         718.34  
45*       321.7085  
46*       115.7735  
47*      -376.7138 
Which means that the model forecasts, 
based on the history of the first 6 weeks, 
that the player may comeback in game and 
quit after 4 days.  
We can improve this forecasting process 
by trying to use other learn algorithms, and 
compare the results afterwards for all the 
algorithms. Other way of improving the 
process can be done by speed up data 
processing, and by automating the 
prediction process. 
4. Conclusions 
This kind of model very useful to predict 
and prevent players churn – this thing is 
done in this case by selectively incentivize 
users that are about to quit the game. This 
characteristic is marked in this case by the 
low engagement of a player, represented in 
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the small values of retention vector. Using 
the predicted values, we can defined 
triggers, and automatically start campaigns 
and promotions, send gifts or rewards to 
avoid players churn, and to improve the 
game’s success. 
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Abstract: The ability to better forecast demand for health services is a critical element to 
maintaining a stable quality of care.  Knowing how certain events can impact requirements, 
health-care service supplier can better assign available resources to more effectively treat 
patients’ needs.  
The embodiment of data mining analytics can support available data to identify cyclical 
patterns through relevant variables, and these patterns provide actionable information to 
adequate decision markers at health-care structures. 
The request for health-care services can be subject to change from time of year (seasonality) 
and economic factors. This paper exemplifies the efficacy of data mining analytics in 
identifying seasonality and economic factors as measured by time that affect patient demand 
for health-care services. It incorporates a neural network analytic method that is applied over 
a readily available dataset. The results indicate that day of week, month of year, and a yearly 
trend significantly impact the demand for patient services. 
 
Keywords: Data mining, nueronal networks, decision support systems, health care IT . 

 
Introduction 
There is increasing acknowledgment of 
the worth of information that exists in 

data resources in institution through 
industry sectors. Tendency, relationships 
between variables, and repeated models all 
may exist in data bases and provide 
accurate and deep descriptions of different 
processes and increase the capacity to 
predict and generate quantitative patterns 
that facilitate decision support for 
specialists and practitioners. A vital 
element to identifying patterns and 
relationships and generating models that 
facilitate simulations are multivariate 
techniques. A prominent field in the 
multivariate arena imply data mining 
methods that include mathematical 
functions and algorithms that process data 
resources in order to extract actionable 
facts for decision makers. This process of 
information extraction through data mining 
is often referred to as knowledge discovery 
[1] or, in other words, the recognition of 
valuable information that enhances facts, 
information, and skills for those who make 
decisions. The notion of leveraging data 
resources with mining methods to augment 

decision making via know-how discovery 
is becoming an acute component of 
organizational capability bearing in mind 
the evolving era of big and new data 
resources. Data resources are increasing 
every year in the light of the introduction 
of new technologies across industry 
sectors. 
The health-care industry is confronting a 
meaningful growth in data resources due to 
the continuous progress of the digital age. 
The creation of electronic medical records, 
the process of e-prescribing, medical 
devices that automatically download 
patient elements, and the increased usage 
of information systems at the private 
practitioner and hospital and health 
systems level are easing the initiation of 
vast resources that can supply information 
to increase yield in a number of 
applications. Data mining analytics are 
being applied in the health-care industry 
across a mixture of areas. Some of these 
include the analysis of workflow 
operations of large health-care provider 
companies that include studies that 
examine the drivers of patient duration of 
stay, patient request and bottlenecks in 

1
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emergency room throughput, and patient 
satisfaction rates. Other sectors involve 
risk bedding applications or the better 
identification of patient populations at 
danger of developing chronic disease. 
Ultimately, semantic mining applications 
are being applied to electronic health 
records to better comprehend treatment and 
outcomes and patient diagnosis. One 
particular data mining technique involves 
the use of neural networks, which is an 
approach that include algorithms that 
processes historical data to detect both 
linear and non-linear patterns. The 
resulting models can then be used to lead 
‘what if’ simulations on out of sample 
data, new data, and prognosis data. Neural 
networks have been used in a variety of 
industry applications that include the 
prediction of bank failures, traffic patterns, 
and even precipitations [2][3]. Neural 
networks and multivariate techniques are 
also being incorporated in the health-care 
industry to aid in knowledge discovery in a 
number of applications that comprise 
treatment efficaciousness [4]  and general 
operations of health-care agencies [5] and 
patient throughput in emergency rooms. 
 
2. Advanced analytics and health-care 
services 
A significant factor in obtaining increased 
performance in providing services in any 
industry is the capability to better perceive 
what conduct demand for these services. 
With this information, decision makers can 
more specifically enforce the best or most 
favorable number of resources that are 
necessary to satisfy different quantity of 
request. Predictive analytic methods can 
improve the accuracy of estimating patient 
demand for organizations that enhance 
health-care services. Through analyzing 
patient services data in the readily 
available database, it was determined that 
seasonality factors together with general 
macroeconomic course had noteworthy 
effects on the demand for health-care 
services. With this information, decision 
makers can more precisely apply existing 

resources to satisfy patient expectations, 
and better handle costs while providing a 
more consistent service. In the quest to 
increase efficiencies, companies detect a 
process or functional zone that can be 
improved with respect to resource 
allocations that execute some type of task. 
Decision makers study the situation at 
hand and regulate employee pools, 
technological infrastructure, and 
compatible operations. 
 
2.1. Data mining and predictive 
modeling in patient centered decision 
support 
Health-care informatics techniques are 
crucial in awareness and supporting health-
care delivery components.  Data mining 
and predictive modeling techniques are 
fundamental to this because of significant 
improvements in information technology 
as well as data collection and aggregation 
of disparate data sources. 
Medical diagnostic decision support 
(MDDS) systems have been used for 
decades. These systems have been 
developed because it is well-known that 
health-care providers are frequently asked 
to make crucial  clinical assessment based 
on imprecise and/or deficient patient 
information. Inadequate information leads 
to faults, which can dramatically influence 
quality of care. For example, treatment for 
patients suffering from diabetes is 
exacerbated by the presence of comorbid 
conditions, social support challenges, and 
poor medication adherence. . This type of 
electronic decision support system ensures 
the appropriate implementation of 
evidence-based chronic care models. 
Data mining methods have been used to 
identify the socio-demographic, physical, 
and psychological factors most important 
to the early detection and treatment of 
serious health-care conditions. Penny & 
Smith [6]  explored data mining techniques 
to improve the quality of life of patients 
suffering from irritable bowel syndrome 
(IBS). This longitudinal cohort study 
examined logistic regression, 



30 A data mining approach for estimating patient demand for health services 

 

 

classification, and neural network models. 
These models demonstrated that IBS 
severity, psychological morbidity, marital 
status, and employment status significantly 
influenced a patient’s health-related quality 
of life. These results provide the best 
information to afford better assessment and 
management of patients with IBS. 
Other studies have examined data mining 
methods to improve the accuracy of 
diagnostic systems based on information 
derived from multiple, disparate data 
sources as well as recognition of the 
uniqueness of health-care data mining 
methods and techniques [7]. In addition, 
with advances in information technology, 
it is now possible to combine data from 
electronic medical records with human 
knowledge (i.e., expert information) to 
optimize the accuracy of diagnostic 
systems. Prediction of the onset of liver 
cancer [8], classification of malignant 
colorectal tumors and abnormal livers [9], 
and prediction of mortality of patients with 
cardiovascular disease [10] are now 
commonplace. 
Other important applications of health-care 
data mining and predictive modeling 
techniques are resource allocation and 
request management in the emergency 
department and hospital setting. Sun et al 
[11] developed forecasting models to 
determine the probability of a hospital 
admission based on information collected 
at the point of emergency department 
triage. Examining 2 years of hospital data 
collected by nurses from emergency 
department patients at the point of triage, 
regression models were developed to 
determine the strongest factors in precisely 
predicting a patient’s immediate inpatient 
admission from the emergency department. 
Outside of the obvious admission criteria 
(e.g., heart attack, life-threatening trauma), 
it is not always clear that a patient will be 
admitted at the point of emergency 
department triage for conditions such as 
respiratory infections, pleurisy, or 
orthopedic concerns. The results from this 
study demonstrated that age, patient acuity 

category, and emergency department 
arrival mode were the strongest predictors 
for hospitalization. These predictive 
models, if used at the point of triage, could 
be used for early admission planning and 
resource challenges faced by inpatient and 
acute care facilities. Similarly, there have 
been several studies that demonstrate the 
effectiveness of data mining techniques in 
forecasting hospital admissions, returns to 
the emergency department, demand for 
specific illnesses, same-day admissions, 
and emergency department demand 
[12],[13],[14],[15].  
 
2.2 Seasonality and estimating the 
demand 
The notion of identifying repetitive or 
cyclical direction in time for demand of 
particular processes is frequently referred 
to as identifying seasonal patterns of 
demand.   
Traditionally, companies apply analytics to 
establish two main sources of information 
concerning seasonality: whether demand 
for their products or services has seasonal 
patterns (e.g. do their sales increase or 
decrease according to a particular point in 
time on a repetitive basis) and, if 
seasonality exists, what is the size of the 
change in demand according to a particular 
point in time. Prior research has shown that 
seasonality effects for patient demand for 
healthcare exist. For example, the ‘winter 
effect’ has been cited as being associated 
with increases in depression-related 
ailments [15],[16]. Studies have also 
concluded that other factors such as 
general economic distress (e.g. 
unemployment, financial stress) drive 
demand for mental health services 
[18],[19]. 
Analytic techniques have been used to 
model the impact of seasonality on patient 
request for health services in order to better 
predict future demand and allocate 
resources consequently. Existing research 
incorporating calendar-based data has 
concluded that seasonality provides 
valuable decision support for the 
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estimation of patient demand for urgent 
care clinics and emergency room facilities. 
Step-wise linear regression was applied to 
daily patient volume, which was matched 
with calendar data (e.g. day of week and 
month of year) and weather data to forecast 
the number of patients searching urgent 
care [5]. The results indicated that 
regression models incorporating calendar 
data were useful in estimating future 
patient demand while weather data only 
provided peripheral improvement to the 
analysis. Time series methods, linear 
regression, and neural network methods 
incorporating daily patient visits and 
calendar data have been utilized to study 
patient visits to emergency room facilities 
[20],[21]. This application is seen as 
particularly useful in helping alleviate 
overcrowding and enhance staffing and 
patient throughput by providing predictive 
information of patient demand [22]. 
 
2.3. Data and analytic methodology 
In this chapter, we summarize the data 
collected from outpatient (patient who 

receives medical treatment without being 
admitted to a hospital) clinics that included 
ENT, dermatology, paediatrics, orthopaedics, 
and OBGYN clinics.  
Table 1 classify the monthly and intra-
week seasonality indices. These indices are 
calculated by the ratio of recurrent demand 
to mean demand. The coefficient of 
variation (Cv= σ / μ) is calculated as a 
relative measure on the levels of 
seasonality through the clinics. As one 
would expect, differences can be found in 
both the patterns and the levels of monthly 
seasonality for various types of specialties. 
For example, request is increased during 
the summer time for dermatology, whilst 
the opposite is true for ENT. Then again, 
from the the intra-week models presented 
in   Table 2 we can see that are less likely 
to be affected by the type of specialty. A 
general pattern reveals peaks on Mondays, 
followed by Thursdays next. We can 
usually notice lower demands Tuesdays 
and Wednesdays. Intra-day variations 
existed with peaks around mid-mornings 
and mid-afternoons. 

 
Table 2.1 .Seasonality data - Monthly seasonal indices 

Monthly seasonal indices ENT  Orthopaedics Paediatrics Dermatology OBGYN 
January 1.557 1.326 1.241 0.919 1.250 

February 1.413 1.285 1.089 1.027 1.293 

March 1.654 1.123 1.093 1.459 1.116 

April 1.307 1.164 1.048 1.363 1.178 

May 0.953 1.367 1.108 1.303 1.256 

June 0.999 1.184 1.205 1.952 1.122 

July 0.840 1.245 1.044 1.134 0.916 

August 0.908 1.529 1.037 1.183 1.328 

September 1.052 1.266 1.395 1.496 1.122 

October 1.307 1.225 1.486 1.063 1.384 

November 1.365 1.034 1.422 0.866 1.428 

December 1.403 1.014 1.593 0.998 1.367 

Coefficient of variation (Cv) 0.269 0.143 0.196 0.306 0.145 

 
Table 2.2 Seasonality data - Intra-week seasonal indices 

Intra-week seasonal indices ENT  Orthopaedics Paediatrics Dermatology OBGYN 
Monday 1.498   1.400   1.455   1.431  1.380  

Tuesday 1.130  1.239  1.054  1.270  1.220  

Wednesday 1.170  1.062  1.110  0.891  0.988  

Thursday 1.225  1.215  1.211  1.446  1.281  

Friday 1.124  1.231  1.319  1.076 1.280  

Coefficient of variation (Cv) 0.126  0.119  0.161  0.226  0.146  
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Neural network analysis and results 
The neural network methodology in this 
case allude to the utilization of complex 
computer algorithms that detect existing 
models and relationships within historical 
data. The neural network framework used 
in this analysis incorporates a multilayered 
perceptron[23]with a feedforward 
backpropagation testing function [24] .  
The neural network modeling process 
begins with an input layer that includes 
nodes that correspond to each independent 
(driver) variable.  
Driver variables are assigned weights by 
the algorithm, where the weighted sum of 
these inputs is passed into a squashing 
function in the hidden layer where non-
linear calculations are performed on the 
variables relative to the dependent 
variable. The combined results in the input 
and hidden layers are passed to an output 
layer and compared with the historical 
dependent variable. Weights for variables 
are estimated by the backpropagation 
training method. 
The final model is a set of code that 
involves a allowance or adjustment made 
in order to take account of special 
circumstances or compensate for a 
distorting factor scheme for 
independent/driver variables. Neural 
networks can be compared with regression 
analysis, with a major differentiator being 
that the n-net approach is based in 
algorithmic processing that incorporates a 
dynamic weighting mechanism. 
 
3. Conclusions 
These advanced analytic methods go 
across simple recognition of retrospective 
capabilities of prime reporting and supply 
decision markers with quantitative models 
that describe relationships among variables 
underpinning processes. These models 
provide simulation capabilities to project 
eventual outcomes given  customization to 
process sariable inputs.  
More unpretentiously put, analytic 
methods such as neural networks process 

historical data and determine whether there 
are reliable steadiness in the the rate at 
which things occurs or is repeated over a 
particular period of time and magnitude of 
occurrences in that data [25]. In this case 
do Mondays or Tuesdays of every week or 
particular months over the 3 years entail 
significant trends/patterns regarding 
demand for patient services. 
The yield for the multivariate approach 
could return practical value information for 
hospital staffing office. The output could 
spot whether a particular day of the week 
consistently experiences +/- average 
demand, and would also provide an 
assessment of the detailed level of the 
demand. With this knowledge, health-care 
staffing operations can better keep suitable 
clinicians on a daily basis with greater 
precision to facilitate solid care for 
patients. In the case at hand, significant 
seasonal patterns were identified. 
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Abstract:  Understanding and analysis data is essential for making decision within a system. 
Any analytical tasks can be implemented directly by  the transactional system but it becomes 
more difficult as the transactional system grows. Analytical systems and their extension 
appear as a solution for complex and large datasets. We think that it's time for medium 
companies to get the benefit from such systems as analytical systems become more variant 
and in hand for every possible user. In this paper, we propose an architecture of analytical 
system that can adapt and integrate with existent transactional system of timber export 
company. The proposed analytical system should have the ability of implementing the tasks 
required by the decision makers of the system. Also, we try to explore the ability of SQL 
server of implementing our proposed architecture.          
 
Keywords: BI(Business intelligence) , DSS(Decision support systems), DW(Data 
warehouse), OLAP(Online Analytical Processing), ETL(Extract, transform and load), 
SAS(SQL server services) 
 

Introduction 
Business Intelligence (BI) is high 
business application tools [1] used for 

collecting, cleansing, processing and 
analyzing data. evaluating and 
understanding the results is essential for 
the efficiency of decisional system. 
Created knowledge are collected from 
both internal and external sources [2]. 
and accumulation them can lead to 
improve corporate profitability [3]. BI 
tools becomes  more variant and easy to 
use [4] and their solutions are ranked as 
one of most important technological 
stuffs by chief information officers [5]. 
Investments in BI focuses on achieving 
business targeted and increase return on 
investments [6]. So BI is an entire 
concept that is used for implementing a 
decision support system (DSS). DSS can 
be described as the next generation 
systems that follow transactional and 
operational systems [7].  Collected data 
and maybe the resulted information are 
stored in data warehouse (DW). It is one 
of the basic component of DSS and BI 
systems. It includes all spread data over 
the organization in single pool [8]. So the 

existing of DW was necessary as the 
transactional databases were unable to store 
the accumulated historical data [9]. DW can 
be accessed by proper data-analyzing to 
analyze and store required data [10,11]. DW 
help to achieve strategic business objectives 
by offering clean and homogeneous data in 
real time to support the analytical processes 
[12,13].  there are many architecture that are 
suit the design and implementation of DW 
[10,14,15]. The common idea is to load the 
propagated data from operational DBMS 
(database management system) and other 
sources in DW using a special tools called 
ETL (extract, transform and load). ETL is 
the most usable tool for integrating data into 
data warehouse. Many architectures are 
proposed for implementing ETL. It was used 
to integrate the entire data source in [16] 
even if it is too big. In [17], the data are 
processed in local repositories before 
integrating them in the global data 
warehouse. The difference between ETL and 
ELT (extract, load and transform) is 
presented at [18]. In [19], an arhitecture is 
proposed for integrating and validation data 
from multiple data sources. Other approach 
is presented in [20] that improves the 

1
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performance and interacts more with 
users. At [21], the metadata of ETL is 
discussed to enable the interoperability 
between the systems. The incomplete 
data are treated as grey data and special 
procedures are proposed to deal with 
them [22]. Data integration includes data 
from a single or multiple sources. The 
problems of data integration from 
multiple sources are overlapping data and 
matching records belongs to same entity. 
The challenges of data integration from 
single source using backup data files is 
similar to data integration from multiple 
sources. Combining integration step with 
cleansing step can increase the 
performance. on the other hand, these 
transformation lose the legacy data form. 
Legacy data is important for reevaluation 
of data cleansing process or backflow of 
cleaned data. 
Timely decision making becomes 
difficult due to the inefficiency of 
transactional databases to handle the 
amount of  information access, retrieval, 
update and maintenance. This shortness 
impact every industry [12]. OLAP 
(Online Analytical Processing) appears as 
one of solutions for resolving problems 
of operational database. Upon the OLAP, 
many research is built on data cube 
operator [23]. Also various algorithms for 
supporting dimension hierarchies [24]. 
OLAP is a technology that offers users to 
perform analysis on detailed data from 
multi prospects. It adopts 
multidimensional approach for 
implementing the analytical database. 
Analytical database analyze complex 
relation between millions of records for 
identifying  trends and patterns. It stores 
static data type such as derived and 
calculated data for providing them in real 
time whenever there are requested by 
managers. The perspective of data cube 
and multidimensional database was 
adopted by many corporations such  as 
Microsoft [25]. Now, SSAS(SQL Server 
Analysis Services) is the leader for 
business logic analysis in services and 

software. Its integrated platform is one of 
largest framework that implement the 
concept of BI [8]. SAS solution provides full 
end-to-end technology. Also for data quality 
and data access, it ensures that large 
volumes of data are processed and 
transformed into accurate analysis 
information and reporting. One of the 
advantages of SAS for many users are 
reporting and graphical representations. It 
offers dynamic views of information, that 
can be displayed in many forms such as a 
table, a report and a chart. The main 
requirement of potential users of Business 
intelligence solution is to perform analysis 
of data and testing the results. SAS 
Enterprise BI Server provides many tools for 
analysis and forecasting, which is essential 
to solving problems in order to make the 
company more competitive. One of the 
advantages of SAS Enterprise BI Server is 
the features of web portal which provides 
some functionalities that enable users to 
manipulate the contents and layout of the 
interface. Also it is offers features Web-
based distribution and reporting. Users can 
manage and build reports using custom and 
exporting them to EXCEL or PDF files. 
There are functionalities that allows users to 
observe the results and patterns that cannot 
be observed in a traditional chart using more 
interactive methods such as 3D videos and 
tables with bubbles containing data 
presentations. SAS product offers an 
integrated platform that store data and 
reports. Also its predefined functions allow 
the developers of IT departments to focus on 
other tasks such as security of BI, 
implementation and maintenance.  
The objective of the application is to build a 
decision support system (DSS) for inventory 
management. The system will be 
implemented for a medium level company 
that exporting timber. The objective of the 
project is to find an appropriate solutions for 
the firm size and to be adaptable for the 
business field and decision maker 
requirements. It is expected that the 
proposed system will provide timely 
relevant information to meet the needs of 
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decision makers so they can respond 
quickly to market fluctuations through 
readapt policies and strategies. 
 
2 Development methodologies 
Project development is a process that 
consisting of several different stages. 
Each stage has its own requirements and 
targets. Depending on the project type, 
certain stages gain additional attention in 
the overall effort. There are many 
methodologies types that can be used for 
project development. Software 
development methodologies can be 
defined as set of guidelines and rules that 
are used in the process of each stage. 
Each of these methodologies has its 
Characteristics, strengths and weaknesses   

[26]. For our case, we have used Prototyping 
methodology, see figure 1. Prototyping is a 
methodology that entails building a 
prototype or demo version of the software 
product that contains the critical 
functionality. Demo version includes 
sufficient information to build a prototype 
and should be built fast. It is used to refine 
specifications and it acts as baseline for 
entire project. it makes the communication 
process better between project owner and 
project team [27]. The main  characteristic 
of prototype methodology is that project 
owner and users is actively involved  by 
evaluating prototypes that are valued over 
writing specifications and meant to be 
discarded later. 

 

 
Fig. 1. Prototyping methodology 

 
Demo versions can contain one or more 
prototypes of the initial models of the 
software product. In the other hand, 
Strengths points of this methodology is 
crucial for good implementation of 
software project. It involved the potential 
users of the system in process of 
implementation and improve their 
experience. Also the early feedback from 
users and the project owner help to early 
identification of any redundant or missing 
so an accurate identification of software 
requirements is guaranteed. The main 
Weaknesses of the prototype 
methodology is the costs generated by  
increased programming effort due to 
building the prototype, but this 

Weaknesses can be ignored because SAS 
platform that is used for implementing our 
project guaranteed that the programming 
effort by using SAS predefined functions 
and layouts will be reduced so the process of 
building any prototype will be easier.   
 
3 Staging method 
Staging method removes the performance 
overhead involved in cross-database joins by 
creating staging tables in the warehouse 
database. Staging method extracts data from 
the sources and loaded them into data 
warehouse without any transformation. It 
just makes another copy of legacy data 
content and loading them into analytical 
system in order to make them available for 
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any transformation processes that can be 
performed later. Obvious method 
combines both extract and transform 
steps in the same flow. It is more efficient 
and no need to store intermediate results. 
For an mid-level enterprise, the entire 
size of data is not too large to generate 
any performance difficulties, so the 
processing efficiency of the system is not 

the most important factor of the system. In 
our case, the cost of  developing and 
maintenance is much important. as it is seen 
in figure 2, the flow of staging method is 
divided in many small steps in order to ease 
and simply the process of analyzing and 
implementation. Using obvious method, data 
are processed directly and loaded in the 
analytical database or OLAP.   

 

 
Fig. 2. DSS framework components 

 
4 Case study  
In the following section, we are going to 
propose DSS for our case study. The 
requirement of system will be analyze 
according to standpoint of intermediate 
dealer (quality, production capacity, 
price, payment conditions , etc). So there 

is no need to analyze the process of timber 
production as the modelled system can 
validate itself by using data in the 
transactional database where all the specific 
and phenomenon of the this field business 
are hidden in the data. A database for an 
timber export company with annual turnover 
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of over two million euro will be used for 
validation the proposed DSS.  
 
4.1 Exiting transactional system 
As the volume of data and activities 
increase, more challenges appear with 
respect to process and manipulate 
collected data. Existing informational 
system is designed to meet the 
requirement of transferring big part of 
processing data burden to an centralized 
system for operating the firm activities. It 
replaces the older system which were 
compose by many uncorrelated systems 
and procedures. That limitation was 
preventing the organization to expand 
their activity. Existing system has 
proposed to meet the requirement of 
company. Standardized solution is 
adopted for such modern system, but 
other special solutions that adapt some 
specific requirements. 
 
4.2 Technical equipments   
Transactional system is implemented 
using PHP scripting language, web 
interface is running by apache server and 
MySQL server for database. XAMPP 
server is used to run the application and 
database. The version XAMPP 1.6.3a is 
kept up to now to guarantee the working 
of all facilities of the system. XAMPP 
server database and application are 
installed at every unit to enable operating 
the system at offline mode so the server is 
installed at every unit. It should be 
configured properly at every unit to 
assure that is use an un busy socket and 
an existing hard disk partition and the 
platform has the full access to use the 
partition. In order to operate the system at 
the offline mode, users has to 
synchronize their local database using 
defined procedure for updating database. 
Synchronizing database is performing via 
archived files that include the latest data. 
For supporting the partners of corporation 
and agents who don't have access to 
informational system, system offers the 

possibility of exporting its data using 
portable document format (PDF). 
 
4.3 Instruments of proposed system 
SSAS(SQL Server Analysis service) is 
adopted for implementation the proposed 
analysis application. It offers the main 
methods and algorithms for analysis 
purposes. The friendly user interface 
facilitate the use of its services. Also the 
wide range of graphical representation for 
data and information that are available in 
their services makes viewing and 
understanding the resulted data more easier. 
The step of building the model should be 
followed by data injection step. All the 
resource data are available in the MySQL 
server that are not accessible directly for an 
analysis model. Any input data should be 
locating in the engine database SQL server. 
MyODBC driver connecter is used to make 
the data in MYSQL server accessible for 
integrating them in SQL server. ODBC is a 
standardized API (application-programming 
interface) that enable the client-side 
application to connect to one or multiple 
databases. MyODBC driver is a member of 
MySQL ODBC. It provide access to 
MySQL database throw the standard ODBC. 
It offers standard interface using driver-
manager based and a native interfaces. For 
Unix and Mac operation system, native 
MySQL network can be used to 
communicate with MySQL database. 
Installing of MySQL connector ODBC is 
necessary for Windows and application that 
use the ODBC interface.  Figure 3 shows the 
instruments are used for implementing the 
application as following: 
 MySQL Server: represents the platform 

that hosts the current transactional 
database. It also used to reload the 
archived data into database in order to 
send them to SQL server platform; 

 MyODBC connecter: offers the 
possibility of accessing MySQL 
databases directly using SSIS (SQL 
server integrating services). Data and 
its structure can be viewed and 
imported in the SQL server. So there is 
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no need to export any standard 
format to be imported in 
destination; 

 SSIS (SQL server integration 
services): offers a wide range of 
components that can be used for 
interrogating and integrating the 
data. The graphical user interface 
makes it easy to build and configure 
an integrating services project. This 
types of projects can deal with 
many external data resources; 

 SQL server database engine: The 
data destination of any integrating 
services project is in SQL database 

engine. It is important to load all 
necessary data of analyzing process to 
make it accessible to OLAP process 
and analysis services; 

 SSAS (SQL server analysis services): 
design prediction or classification 
models for the entities available in the 
database for supporting decision 
system or any simulation system. 
Furthermore, OLAP process can 
contribute in implementing analytical 
database for generating complex 
reports and preparing data for SSAS 
data initialization; 

 

 
Fig. 3. DSS framework tools 

 
4.4 Application components 
Any analysis model can be configured 
directly from structures interrogating in the 
integrating services projects. Obvious 
method combines both extract and 
transform steps in the same flow and load 

the resulted data in the final destination 
model. It can create some data 
redundancies and replicate some common 
functionalities. Top-down methodology 
involves breaking down of a system to get 
insight into its compositional sub-systems. 
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It assure that any additional functionalities 
can be added with less effort. Staging 
method avoids any possibility of 
replicating common functionalities by 
using some intermediary steps. figure 2 
shows the difference between the staging 
and obvious method. The components of 
staging methods as it seen in the figure  2 
can be summarized as follow: 
 Extraxt1 & load1: includes copying 

data in the intermediary database 
without change its structures or 
values; 

 Extract2 & trasform2 & load2: 
extract any new data instances in 
staging database to load it in the data 
warehouse. This stage can include 
data transformation to adapt the data 
to the requirements of data 
warehouse; 

 Extract3 & transform3 & load3: 
Extracted data from data warehouse 
are filtered and transformed to meet 
the requirement of analysis system; 

 
4.5 Data source integration  
Backup data file represents a copy of 
database. It is generated in certain time and 
has the same data as operational database 
(ODB) at that period. This content also 
includes erroneous data that exists at ODB. 
These type of files can be used in case of 
inexistent a system for data archiving and 
enable recovering data in case of any 
system failure. OTLP(online transaction 
processing) or ODB is a database that is 
designed and normalized to avoid 
redundant data and facilitate the operations 
(insertion, deletion and updating) captured 
from transactional system, it is used to 
store data using the relational database 
technology to ensure the integrity. It 
dedicates to serve the transactional systems 
so it just include the current activity 
without historical data. 
 

 
Fig. 4. Recovering historical data using 

backup data files 
 
figure 4 shows components used for 
building data warehouse for our case study. 
OBD and three backup data file. It shows 
data content for every source and its 
period. The grey portion indicates that data 
is partial and not complete. Older  backup 
file is used for recovering  data of the grey 
zone. The example presented in the figure 
4 shows that the entire historical data can't 
be recovered so it remains some periods 
where data is not complete. Some 
procedures should be taken for dealing 
with this situation. ETL is used to update 
the data warehouse by capturing changes 
data from transactional system and loading 
them in data warehouse. The process of 
elimination method is used in SSIS by the 
component slowly changing dimension 
(SCD) that is shown in figure 3. It is 
dealing with insert and update commands 
properly but it does not process the delete 
command so all the deleted data captured 
from backup data files are migrated to data 
warehouse. Most of deleted records 
represent historical data and should be kept 
in data warehouse. The deleted records can 
be classified as following:  
 Missed historical data: are valid data 

that should be kept in the data 
warehouse to serve the analytical 
purposes. Missed historical data 
represent the instances of historical 
data that cannot be recovered or not 
completed; 

 Cancelled data: present removed data 
from the transactional system that 
should be identified and isolated. 
These records were removed from 
the transactional system because of 
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correcting users mistakes, duplicate 
insert,  eliminate transaction such as 
an cancelled selling transaction. We 
can mention to these records as 
cancelled data; 

 
4.6 Data quality problem 
Last step of designing data warehouse is to 
define the rules used for data validation. 
Many Erroneous data can be revealed at 
stage of data integration. Determining the 
reason of appearing erroneous data can 
ease the task of cleansing them. By 
analytical point of view, a classification of 
erroneous data is proposed as following:  
 Platform  error: any erroneous data 

generated by system without 
intervention of users can be 
considered as system error, the 
reason of existing such these 
erroneous data is due to platform 
reliability; 

 System error: error generated by 
transactional system due to problems 
of modelling or programming the 
system; 

 Users mistakes: mistakes that are 
generated and not affect the 
transactional application. such these 
mistakes should be identified cause 
they can affected the analytical 
database. An example of these errors 
is reversing the dimensions values of 
length and width. This reversing is 
not affect the total quantity of 
materials but it can affect any 
clustering or classification method; 

 Cancelled data: mistakes records that 
registered in system and removed 
later, the gap time between inserted 
and deleted operation enable to some 
of these records to be captured and 
inserted in data warehouse at the 
integration data step; 

Some validation data rules have been 
defined to capture and isolate these data. 
The validation rules are classifies in two 
categories, unconditional and conditional 
validation rule. Unconditional validation 
rule: where there are two related table,  

validation of the first table is dependent on 
the second table. Unconditional validation 
means that no need of pre validation for 
the second table. We mentioned the second 
table as validation table. In case 
conditional validation rule, the data of 
validation entity should be verified and 
approved before using it in validation 
another entity. This type of rule requires 
some pre-validation. Different rules require 
different pre-validation steps. Thus, a flow 
that shows dependencies between rules is 
important to indicate the order in which 
these rules should be executed. 
 
5 Conclusions 
Business Intelligence is concept that 
include a set of techniques and methods 
that aim to configure high level tool that 
served the analytical purposes in order to 
support the decision maker. Tools of 
business intelligence become more variant 
and in hand for every possible user. So it is 
time for medium companies to get the 
benefit from such solution. Medium 
companies have a large data amount that 
need to be analyzed but it cannot invest a 
lot. At this paper, we try to build a decision 
support system tailored for timber export 
company. Prototyping methodology is used 
as it suitable for innovative projects where 
no previous examples of this type exist. 
There are many varies architectures for 
development DSS. Our proposed system  is 
divided into small and isolated tasks or 
components. This enable every task to be 
smaller and specific but the system is more 
flexible for maintenance and evolve. SQL 
server services (SAS) is one of largest 
companies  that also offers BI solutions 
addressed to medium companies. SAS has a 
bunch of predefined functions and layouts 
that decrease programming effort, so 
implementing the prototyping methodology 
becomes easier. Building data warehouse 
requires integration and validating data 
from different sources. This task includes 
several steps or processes such as extact, 
transform, filtering, cleaning and load. Data 
cleansing is one of most difficult tasks. 
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Different approaches and techniques are 
proposed for validation and cleansing data 
from single or multiple sources.  
In this paper, It was solved the problem of 
integration from single source but by using 
backup data files and not archiving system. 
The accuracy of integrated data can not be 
guareented 100% especially when the 
legacy data is not complete. The purpose 
of data warehouse is to serve applications 
dedicates to solve analytical problem. 
Thus, it is important to adopt solution that 
balanced between the quality and cost. 
Automat solution is prefered in data 
cleansing than manual working. In our case 
stude, we apply some tehniques for 
filtering and cleaning the historical data for 
backup data files problem.  
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