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The trend of application of data mining in healthcare today is increased because the health 
sector is rich with information and data mining has become a necessity. Healthcare 
organizations generate and collect large volumes of information to a daily basis. Use of 
information technology enables automation of data mining and knowledge that help bring 
some interesting patterns which means eliminating manual tasks and easy data extraction 
directly from electronic records, electronic transfer system that will secure medical records, 
save lives and reduce the cost of medical services as well as enabling early detection of 
infectious diseases on the basis of advanced data collection. Data mining can enable 
healthcare organizations to anticipate trends in the patient's medical condition and behaviour 
proved by analysis of prospects different and by making connections between seemingly 
unrelated information. The raw data from healthcare organizations are voluminous and 
heterogeneous. It needs to be collected and stored in organized form and their integration 
allows the formation unite medical information system. Data mining in health offers unlimited 
possibilities for analyzing different data models less visible or hidden to common analysis 
techniques. These patterns can be used by healthcare practitioners to make forecasts, put 
diagnoses, and set treatments for patients in healthcare organizations. 
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 Introduction 
Health organizations today are capable 
of generating and collecting a large 

amount of data. This increase in data 
volume automatically requires the data to 
be retrieved when needed. With the use of 
data mining techniques is possible to 
extract the knowledge and determine 
interesting and useful patterns. The 
knowledge gained in this way can be used 
in the proper order to improve work 
efficiency and enhance the quality of 
decision making. Above the foregoing is a 
great need for new generation of theories 
and computational tools to help people with 
extracting useful information from the 
growing volume of digital data [1]. 
Information technologies are implemented 
increasingly often in healthcare 
organizations to meet the needs of 
physicians in their daily decision making. 
Computer systems used in data mining can 
be very useful to control human limitations 
such as subjectivity and error due to fatigue 
and to provide guidance to decision-making 
processes [2]. The essence of data mining is 

to identify relationships, patterns and 
models which support predictions and 
decision-making process for diagnosis and 
treatment planning. These can be called 
predictive models, and integrated in 
hospitals information systems as models of 
decision making, reduce subjectivity and 
the necessity for reducing the time for 
decision making. In addition, the use of 
information technology in healthcare 
enables the comprehensive management of 
medical knowledge and its secure exchange 
between healthcare providers and 
beneficiaries [3].  Obtaining information 
using computers can help the quality of 
decision-making and avoiding human error. 
When there is a large volume of data that 
must be processed by the people, making 
decisions is generally of poor quality [4]. 
Data mining is the process of analyzing the 
raw data using a computer and extracts 
their meaning. The process is often defined 
as the discovery of previously unknown 
and potentially useful information from 
large volumes of data (unstructured) [5]. 
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Thanks to this technique, it is possible to 
predict trends and behavior of patients or 
diseases. This is done by analyzing data 
from different perspectives and finding 
connections and relationships between 
seemingly unrelated information. In the 
process of data mining previously unknown 
trends and patterns from a database of 
information are discovered and transform 
information into meaningful solutions [6]. 
 
2. Data mining and Knowledge discovery 
process 
Knowledge Discovery (KDD) is a process 
that allows automatic scanning of high-
volume data in order to find useful patterns 
that can be considered knowledge about the 
data (Fig 1). Once discovered knowledge 
are presented, evaluation methods can be 
improved, data mining process can be 
further "refined", new data can be selected 
or subsequently processed, and new data 
sources can be integrated in order to get 

different results corresponding to [7]. This 
is the process of converting low level 
information into knowledge of high level. 
Therefore, KDD is a non-trivial extraction 
of implicit information, previously 
unknown and potentially useful data is in 
the database.  Although data mining and 
KDD are often treated as equivalent, in 
essence, data mining is an important step in 
the KDD process. Knowledge discovery 
process involves the use of the database, 
along with any selection, pre-processing, 
sub-sampling and transformation; 
application of data mining methods to 
enumerate the models; evaluation of the 
data mining product to identify subsets 
listed models representing knowledge. Data 
mining component knowledge discovery 
process refers to algorithmic means by 
which patterns are extracted and listed from 
the available data [1].    
 

 
Fig. 1 Knowledge discovery process. 

 
The daily amount of information that it 
stores by large organizations in their 
databases is measured in terabytes. 1 
terabyte can store text equivalent to 
approximately two million books. 
However, these raw data, poorly structured, 
with different formats, is not very useful. It 
is necessary that the data is processed and 

analysed, and based on these processing 
actions following to extract useful 
information [5]. There have been developed 
a number of models and algorithms for 
autonomous prediction based on data 
corresponding to various features [8].  
Different methods serve different purposes, 
each method having its advantages and 
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disadvantages. Data mining tasks can be 
divided into descriptive and predictive [9]. 
While descriptive tasks aim to find a 
human interpretation of forms and 
associations, after reviewing the data and 
the entire construction of the model, 
prediction tasks tend to predict an outcome 
of interest. The main tasks of predictive and 
descriptive data mining can be classified as 
follows [10]: 
• Classification and Regression - 
identification of new templates with 
predefined objectives; These tasks are 
predictive and they include the creation of 
models to predict target, or dependent 
variable from the set of explained or 
independent variables. 
• Association rule – association rule 
analysis type represents a descriptive  task 
which includes determining patterns, or 
associations, between elements in data sets  
• Cluster analysis – descriptive data mining 
task with the goal to group similar objects 
in the same cluster and different ones in the 
different clusters.  
• Text mining – most of the available data 
is in the form of unstructured or partially 
structured text, and it is different from 
conventional data that are completely 
structured. While text mining tasks usually 
fall under classification, clustering and 
association rule data mining categories, it is 
the best to observe them separately, 
because unstructured text demands a 
specific consideration. In particular, 
method for representation of textual data is 
critical.  
• Link analysis – Form of network analysis 
that examines the associations between 
objects. Link classification provides 
category of an object, not just based on its 
features, but also on connections in which it 
takes part, and features of objects 
connected with certain path [11]. 
 
3. Application of data mining in 
healthcare 
Healthcare abounds various information 
which causes the necessity of data mining 

application. It is well known that healthcare 
is a complex area where new knowledge is 
being accumulated daily in a growing rate. 
Big part of this knowledge is in the form of 
paperwork, resulting from a studies 
conducted on data and information 
collected from the patient’s healthcare 
records. There is a big tendency today to 
make this information available in 
electronic form, converting information to 
knowledge, which is not an easy thing to do 
[12]. All healthcare institutions need an 
expert analysis of their medical data, 
project that is time consuming and 
expensive [13]. The ability to use a data in 
databases in order to extract useful 
information for quality health care is a key 
of success of healthcare institutions [4].  In 
medical research, data mining begins with 
the hypothesis and results are adjusted 
accordingly, different from standard data 
mining practice, that  begins with a set of 
data without obvious hypothesis [14]. 
While the traditional data mining is focused 
on patterns and trends in data sets, data 
mining in healthcare is more focused on 
minority that is not in accordance with 
patterns and trends. The fact that standard 
data mining is more focused on describing 
and not explaining the patterns and trends, 
is the one thing that deepens the difference 
between standard and healthcare data 
mining. Healthcare needs these 
explanations since the small difference can 
stand between life and death of a patient.  
Here are some of the techniques of data 
mining, which are successfully used in 
healthcare, such as artificial neural 
networks, decision trees, and genetic 
algorithms and nearest neighbour method.  
Artificial neural networks are analytical 
techniques that are formed on the basis of 
superior learning processes in the human 
brain. Neural networks are groups of 
connected input/output units where each 
connection has its own weight (Fig 2) [15]. 
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Fig. 2 Artificial neural network

 
The learning process is performed by 
balancing the net on the basis of relations 
that exist between elements in the 
examples. Based on the importance of 
cause and effect between certain data, 
stronger or weaker connections between 
"neurons" are being formed. Network 
formed in this manner is ready for the 
unknown data and it will react based on 
previously acquired knowledge.  
Decision tree (Fig 3) is a graphical 
representation of the relations that exist 
between the data in the database. It is used 
for data classification. The result is 

displayed as a tree, hence the name of this 
technique. Decision trees are mainly used 
in the classification and prediction. The 
instances are classified by sorting them 
down the tree from the root node to some 
leaf node [16]. The nodes are branching 
based on if-then condition. Tree view is a 
clear and easy to understand, decision tree 
algorithms are significantly faster than 
neural networks and their learning is of 
shorter duration. Decision tree can also be 
interpreted as a special form of a rule set, 
which is characterized by its hierarchical 
organization of rules.  

 

 
Fig. 3 Decision tree analysis 
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Genetic algorithms are based on the 
principle of genetic modification, mutation 
and natural selection. These are 
algorithmic optimization strategies inspired 
by the principles observed in natural 
evolution [15]. Genetic algorithms are used 
in data mining to formulate hypotheses 
about the dependencies between variables 
in the form of association rules or other 
internal formalism [17]. 
Nearest neighbour method (Fig 4) is a 
technique that is also used for data 
classification. Unlike other techniques, 
there is no learning process to create a 

model. The data used for learning is in fact 
a model. When the new data shows up, the 
algorithm analyses it to find a subset of 
instances that are the best fit and based on 
that it is able to predict the outcome. The 
study [18] conducted on the application of 
nearest neighbour method on benchmark 
data set to detect efficiency in the 
diagnosis of heart diseases, revealed that 
application of this method had an accuracy 
of 97.4% which is a higher percentage than 
any other published study on the same set 
of data.  

 
Fig. 4 Nearest Neighbour Algorithm 

 
3.1 Advantages  
Information system simplifies and 
automates the workflow of health care 
institution.  
Integration of data mining in information 
systems, healthcare institutions reduce 
subjectivity in decision-making and 
provide a new useful medical knowledge. 
Predictive models provide the best 
knowledge support and experience to 
healthcare workers. The goal of predictive 
data mining in medicine is to develop a 
predictive model that is clear, gives 
reliable predictions, support doctors to 
improve their prognosis, diagnosis and 
treatment planning procedures.  
A very important application of data 
mining is for biomedical signal processing 
expressed by internal regulations and 
responses to the stimulus conditions, 

whenever there is a lack of detailed 
knowledge about the interactions between 
different subsystems, and when the 
standard analysis techniques are 
ineffective, as it is often the case with non-
linear associations [19].    
 
3.2 Obstacles  
One of the biggest problems in data mining 
in medicine is that the raw medical data is 
voluminous and heterogeneous [20]. These 
data can be gathered from various sources 
such as from conversations with patients, 
laboratory results, review and 
interpretation of doctors. All these 
components can have a major impact on 
diagnosis, prognosis and treatment of the 
patient, and should not be ignored. 
Missing, incorrect, inconsistent or non-
standard data such as pieces of information 
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saved in different formats from different 
data sources create a major obstacle to 
successful data mining.  
Also, another obstacle is that almost all 
diagnoses and treatments in medicine are 
imprecise and subjected to error rates. Here 
the analysis of specificity and sensitivity 
are being used for the measurement of 
these errors. Within the issue of knowledge 
integrity assessment, two biggest 
challenges are: (1) How to develop 
efficient algorithms for comparing content 
of two knowledge versions (before and 
after). This challenge demands 
development of efficient algorithms and 
data structures for evaluation of knowledge 
integrity in the data set; and (2) How to 
develop algorithms for evaluating the 
influence of particular data modifications 
on statistical importance of individual 
patterns that are collected with the help of 
common classes of data mining algorithm. 
Algorithms that measure the influence that 
modifications of data values have on 
discovered statistical importance of 
patterns are being developed, although it 
would be impossible to develop a universal 
measure for all data mining algorithms 
[21]. 
 
4. Conclusions 
Data mining has great importance for area 
of medicine, and it represents 
comprehensive 
process that demands thorough 
understanding of needs of the healthcare 
organizations. 
Knowledge gained with the use of 
techniques of data mining can be used to 
make successful  
decisions that will improve success of 
healthcare organization and health of the 
patients. Data mining requires appropriate 
technology and analytical techniques, as 
well as systems for reporting and tracking 
which can enable measuring of results. 
Data mining, once started, represents 
continuous cycle of knowledge discovery. 
For organizations, it presents one of the 
key things that help create a good business 

strategy. Today, there has been many 
efforts with the goal of successful 
application of data mining in the healthcare 
institutions. Primary potential of this 
technique lies in the possibility for 
research of hidden patterns in data sets in 
healthcare domain. These patterns can be 
used for clinical diagnosis. However, 
available raw medical data are widely 
distributed, different and voluminous by 
nature. These data must be collected and 
stored in data warehouses in organized 
forms, and they can be integrated in order 
to form hospital information system. Data 
mining technology provides customer 
oriented approach towards new and hidden 
patterns in data, from which the knowledge 
is being generated, the knowledge that can 
help in providing of medical and other 
services to the patients. Healthcare 
institutions that use data mining 
applications have the possibility to predict 
future requests, needs, desires, and 
conditions of the patients and to make 
adequate and optimal decisions about their 
treatments. With the future development of 
information communication technologies, 
data mining will achieve its full potential 
in the discovery of knowledge hidden in 
the medical data.   
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