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Integrating BI Tools in an Enterprise Portal for a better Enterprise 
Management 
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Access to information has always been a stringent necessity for any organization. This 
necessity has become more stringent in the actual economic context, as decisions must be 
taken in the shortest time. That is why, since the early sixties, Decision Support Systems 
emerged. They have evolved together with the client-server technology, during the eighties, 
towards today’s Executive Support Systems. Nowadays, these systems tend to be replaced by 
Dashboards and Balanced Scorecards as individual BI tools or as integrated tools, which are 
part of more complex BI solutions, which fulfill the more and more sophisticated and growing 
information requirements from decision factors. In this paper, we shall present a partial 
integration solution of the BI tools in an enterprise portal created using Microsoft SharePoint 
Server technologies. Initially, the enterprise portal which we'll present in this paper was 
meant to be more a general solution for the informational integration of an organization and 
less than a portal with strong BI features. But, as we shall demonstrate by the means of this 
paper, the portal prototype, as it is now, can be rapidly expanded to an enterprise portal with 
full BI features. 
Keywords: Business Intelligence, Enterprise portal, Dashboard, KPI, Integrated reporting 
 

 Literature review 
In specialized literature, there are a lot 
of synonyms for the enterprise portal 

term: corporate portal, corporate 
information portal, business portal or 
enterprise information portal [1]. In [2], 
beside a part of the already mentioned 
synonyms, there are others, like: employee 
portal, enterprise intranet portal, business-
to-employee portal. In addition to these, 
Kim et al. [3] adds other terms, like data 
portal or collaborative portal. 
Regardless of the chosen term, the broad 
definition signifies “a portal is a gate 
towards information, services, products 
etc. provide, with the help of the Internet, 
of the Intranet of an organization or of any 
other proprietary Intranet. A portal is a 
gate. It offers an access point towards a 
very broad area of resources and services, 
like: e-mail, forums, search engines or 
online shops” [4]. The strategic goal of an 
enterprise portal is to “provide a simple, 
usable interface to all who need to interact 
with the organization: employees, 

customers, providers and business partners 
who need to access content, to use 
applications and to collaborate with each 
other”[5]. 
In the early 2000s, Gartner Group 
forecasted that by the end of 2001 more 
than half of all the important companies 
will use a portal as their main 
organizational and informational tool [6]. 
These assessments were also sustained by 
the numerous research studies which 
emphasized the importance of enterprise 
portals, considering them to be ”the most 
important business information 
management project for the next 10 years” 
[7] or considered that it would become ”the 
next generation of software for desktop 
applications” and ” its impact on 
information management will be as 
important as the railroads were for the 
industrial revolution” [8]. It was natural to 
be so for the novelty, not so of the portals 
themselves, but especially for the novelty 
of the web technologies that barely had 
emerged. Nowadays, the interest in portal 
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technologies has dropped, which is partly 
due to the fact that web interfaces and web 
technologies have become very common, 
even for software applications which are 
used at transactional level in organizations. 
Specialized literature speaks very highly of 
portals, from the point of view of the 
numerous advantages they provide to 
enterprises. Beside the fact that an 
enterprise portal can provide advanced 
search functions for the users, by the 
means of integrating different information 
sources and of the easier access to the 
enterprise software applications, it can also 
provide employees with tools which can 
help them find information and sometimes 
even knowledge they need to complete 
their tasks [9], [10]. Unlike other systems, 
enterprise portals provide information 
taking into consideration the roles of the 
users within the organization [11], thus 
diminishing the „informational overload”, 
cutting down costs, improving their 
innovation capacities and providing 
Business Intelligence features [12]. A 
portal can also provide the following 
features: rationalizing business processes, 
increasing efficiency and productivity, and, 
thanks to the easy access to applications 
and relevant information, improving 
employee satisfaction. All this is possible 
thanks to the improved communication and 
collaboration between employees and 
workgroups across an organization [2], [6], 
[13], [14]. A portal can improve as well the 
external collaboration process with 
different business partners [6], [14].  
Yet, all these advantages are still 
theoretical, as they weren’t proven by any 
studies on real implementations, thus 
confirming or disproving them [14]. 
Although it’s been a while since Dias has 
published his article, other empirical 
studies on these matters are very scarce. 
There are only the Detlor [9] and Detlor 
and Finn [15] studies [16].  
Based on the experience gained while 
working on the portal referenced by this 
article, we consider that all the advantages 
above mentioned can be obtained if all the 

portal features are fully employed by all 
users. 
 
2. Introduction 
In tight connection with the BI field of 
activity, a more familiar term is “business 
intelligence portal”. However, these portals 
are much more restrictive than enterprise 
portals, because they provide only one 
unique, secure web interface, for 
integrated, personalized BI applications, 
like: reports, data hypercubes, dashboards, 
scorecards etc. Beside BI specific 
applications, some portals also provide 
unstructured content integration 
instruments, or collaboration tools. 
Because of these limitations, most times BI 
tools are integrated into one single 
enterprise portal, especially if several other 
BI applications or portals are already 
integrated. All these can be contained into 
one single enterprise portal which can 
provide, through a single access point, 
personalized interfaces for each particular 
user. 
Nowadays, thanks to the development of 
BI technologies, there are several ways to 
use BI tools in business processes among 
which we mention [17]: 

1. Integrating BI tools in the operational 
applications already implemented in 
the organization; 

2. Integrating analytical applications and 
BI tools in an enterprise portal; 

3. Using Web Services in order to 
dynamically integrate BI tools both 
with internal operational applications 
and external applications from 
different business partners, thus 
supporting the collaborative commerce 
between organizations; 

4. Implementing on-demand, event-
driven processing for alerting systems, 
for real-time recommendation systems 
and for automating systems for 
different activities.  

In this article, we shall approach the 
integration of BI tools in portals as an 
alternative to creating dedicated BI 
systems. We favor this approach as we 
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consider it to have a series of advantages, 
among which there are the speed and 
reduced costs of providing personalized BI 
tools to a great number of users. In 
addition to that, implementing an 
enterprise portal which is capable of 
offering tools like dashboards, scorecards 
or collaboration tools is much more 
appropriate for managers, decision factors 
and advanced users who need to analyze, 
evaluate and collaborate before making a 
decision. 

 
3. Portal architecture 
The solution we chose for implementing 
BI tools in an organization consists of a 
component of the enterprise portal we built 
as an organizational, integrating and 
collaborating, general-purpose solution. In 
order to build the portal, we used 
Microsoft Office SharePoint Server 
(MOSS) technologies, for several reasons: 
the modularity and reusability of the 
component technologies, the extensibility, 
scalability, and the service-oriented 
architecture (SOA) and, last, but not least, 
the complete and extremely complex 
enterprise architecture. 
The general architecture of the solution, 
obtained by using MOSS consists of three 
levels, each with component servers, which 
have one of the three following roles: Web 
Server, Application Server and Database 
Server. 
In order to build the portal and all its 
components, it was necessary to install, 
configure and implement several software 
components: 
� Operating system - Windows Server 

2003 SP2 or later; 
� Web Server - IIS 6.0 or later and 

ASP.NET 2.0 or later; 
� Database Server - SQL Server 2005 or 

later; 
� E-mail Server – POP3 and SMTP; 
� SharePoint Server - Microsoft Office 

SharePoint Server (MOSS) 2007, 
including Forms Services for creating 
sites; 

� Report Server – SQL Server Reporting 
Services 2005 with SP2, including 
Reporting Services Add-in for 
SharePoint 2007, in order to integrate 
it with the SharePoint Server; 

� Excel Calculation Services, Excel 
Web Access and Excel Web Services 
– which extend the portal functions in 
the direction of accessing external data 
sources in Excel files and integrating 
them in the portal. These, together 
with the SQL Server and the SQL 
Reporting Services, are the necessary 
components for building and 
implementing dashboards and 
scorecards. 

Figure 1 depicts the architecture of the 
portal hosted on a single physical server. 
 

 
Fig. 1. Portal architecture  

 
The main advantage of this solution is that 
the three-level logical architecture can be 
implemented on a great variety of physical 
architectures, from a single server up to a 
great number of servers, depending on the 
organization’s dimension and specifics. 
Our solution combines all of these 
elements, being able this way to provide 
organizational features which help solve 
critical issues: efficient management of the 
business content and processes, easy, real-
time access to information, thus 
contributing to better decisions.  

 
4. The intelligent reporting solution 
implemented in the portal 
The reporting process must become an 
intelligent one. An intelligent reporting 
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system is one which turns data into 
information and the information into 
knowledge, supporting users into taking 
the best decisions. The reporting system 
which our solution provides by integrating 
SharePoint Server with Microsoft SQL 
Reporting Services is such an intelligent 
system, because it successfully addresses 
the following problems: 
� Integrating and consolidating different 

data sources inside the enterprise and 
even outside the enterprise in order to 
be able to obtain relevant information 
and improve efficiency. This is done 
with the help of the integrated 
reporting solution;  

� Computing and reporting key 
performance indicators. Integrating 
these indicators and presenting them in 
one single view makes them more 
suggestive and relevant in the 
decision-making process. For 
example, if one can see on one single 
display, in the form of a dashboard or 
of a scorecard, that the number of 
clients is dropping, while the number 
of employees is rising, the issue can be 
addressed more quickly;  

� Eliminating duplicate information. 
Different applications in an 
organization mean that in fact the 
same data is stored in several places. 
Using our integrated solution, the 
organization can drastically decrease 
or even completely eliminate duplicate 
information.  

So, the reporting functions of the portal 
address these problems and helps improve 
efficiency and the same time, provide 
better information features for the 
employees and decision factors.  
SQL Server 2005 Reporting Services is a 
server reporting platform, which can be 
used to create and manage table-type 
reports, matrixes, diagrams or any other 
type, using data both from relational and 
multidimensional databases. If the 
Reporting Services server is integrated 
with the SharePoint server, the reports 
properties and elements are stored into the 

SharePoint content databases, providing a 
better integration of the two server 
technologies. This integration determines 
the way the content is stored, secured and 
accessed.  
Figure 2 illustrates how the two servers, 
the SharePoint Server and the Report 
Server, are integrated and are working 
together during a report generating 
process.  
 

 
 

Fig. 2. The report generating process 
within the portal 

 
When a report is opened in the portal, the 
SharePoint server connects to the reporting 
server, creates a session, prepares the 
report for processing, takes over the data, 
configures the report according to the 
display properties and displays it in the 
portal, in a Web part which is called a 
Report Viewer. As long as the report is 
opened, it can be exported into different 
other formats, other data detail levels can 
be requested, filters can be added, or 
another report can be accessed by the 
means of some connections included into 
the opened report. The interaction with the 
report, like exporting, for example is also 
managed by the reports server.  
We also chose to implement a Reporting 
Center into the portal, as a solution for the 
integrated access to application data and 
for implementing dashboards and 
scorecards. A Reporting Center provides 
access to all users to the organization’s 
data, by the means of reports, dashboards, 



Database Systems Journal vol. V, no. 2/2014  7 

 

key performance indicators (KPIs) and 
data source libraries. The Reporting Center 
can also filter data before displaying it to 
the users. This allows customizing it, 
before displaying it to the users. For 
example, accountants can only see reports, 
key performance indicators and dashboards 
which deal with the financial and 
accountancy data, managers can only see 
synthesis information and reports etc. in 
the portal, data is filtered at the page-level 
and this is done by the means of Web part 
connections. The portal allows the 
employees to choose different data filtering 
conditions, like the calendar date, 
suppliers, clients or a certain category of 
reports.  

The reports published in the reporting 
center are organized in report libraries. 
These reports can be created using data 
taken from any organizational application 
that supports an ODBC or OLEDB 
connection. The image in figure 3 presents 
a report library from the Reporting Center 
where there are published reports created 
using data from three different 
transactional applications:  
� Saga – accounting application, Visual 

FoxPro database; 
� ContabSQL – management 

application, Paradox database; 
� GestBal – staff tracking and payroll 

application, MySQL database.  

 

 
Fig. 3. Integrating reports from different applications into the portal 

 
In spite of having different applications 
and data sources, the SQL Server 
Reporting Services can create reports from 
all of them and publish them in the portal, 
in only one library. Thus, employees are 
provided with access from a single point to 
data from all applications used in the 
organization. Once published in the reports 
library, the access to these reports is done 
in a controlled and secure manner. They 

can be viewed only by users with proper 
permissions, directly in the web-browser, 
by simply clicking on them. They can also 
be exported into other formats (pdf, xls, 
html, tiff, csv) in order to be used and 
processed offline (outside the portal). The 
image in figure 4 shows the current 
inventories report generated using data 
from the ContabSQL management 
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application and displayed in html format in the portal.  

 

 
Fig. 4. Report of current inventories 

 
Any employee with proper permissions can 
see the inventory at any moment, even 
without access to the management 
application and, most of all, without 
having to wait for a report from the Sales 
Department.  
Connecting to external data sources in 
Excel files or in databases is a necessity for 
an organization, as it needs to cover the 
lack of some functions in the already 
implemented applications. Together with 
the report, a connection to the database is 
also published in the portal, into the data 
connection library. These data connection 
libraries can be used to manage 
connections created both with Microsoft 
Office applications (.odc – office data 
connection files) and SQL Reporting 

Services (.rds – report data source files). 
Once saved in the data connection 
libraries, other users can use these 
connections in order to create new .xls files 
or new reports, without having to possess 
the necessary knowledge required to 
connect to external databases. Also, by the 
means of libraries, access to these data 
sources can be monitored and controlled.  
The image in figure 5 shows a dashboard 
built with the help of the integrated 
reporting solution, which gives decision 
factors the possibility to watch in real-time 
the organization’s capacity to deal with 
overdue payments during a 10 days period. 
The dashboard has four components, all 
linked to the accounting application 
database through an ODBC connection. 
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Fig. 5. Overdue payments monitoring dashboard 

 
The four components of the dashboard are: 

1. Key performance indicators. The 
dashboard computes and monitors two 
performance indicators:  
� The capacity to deal with overdue 

payments, calculated using the 
formula:  

 

The indicator is considered to be 
good if the available cash can cover 
50% of the total amount to be paid 
for the next 10 days. If the available 
cash drops to 30% from the total 
sum to be paid, the user will be 
notified by a yellow indicator (in 
the form of a traffic light). 

� Insolvency. This indicator shows 
the organization is on the edge of 
insolvency, by adding to the 
available cash, the collections for 
the next period. The indicator is 
monitored using the inequality: 

 

Analyzing cash collections and 
payments during a 10 day period, 

there can be established an optimal 
level for this indicator.  

2. Overdue payments monitoring 
diagram – shows in a graphical 
manner the total available cash in the 
cash register, in the bank account, the 
collections and the payments for the 
next 10 days.  

3. Reports created using data took 
directly from the accounting 
application, which provide details on 
the collections’ origin and the 
payments’ beneficiaries for the next 10 
days.  

The Overdue payments monitoring 
dashboard, by its components, allows 
decision factors to watch collections and 
payments continuously, so that they can 
avoid penalties for the overdue payments 
or even the insolvency of the organization. 
Such a dashboard can improve the 
efficiency and acuity of the decision 
factors, providing them access to relevant 
and accurate data they need to successfully 
complete their tasks. The most important 
thing is that any of the dashboard’s 
components can be connected to the 
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database of any of the organizational 
applications by the means of an ODBC or 
OLEDB connection. This way, dashboards 
can integrate data from several 
applications, with decision factors being 
able to get exact, meaningful, real-time 
information for their activities, regardless 
of the application the data comes from. 
 
5. Limits and further development 
According to the MicroStrategy company, 
one of the biggest BI solution producers 
and integrators in the IT field, a complete 
BI solution should provide a set of 
instruments that are capable of offering 
reports and also monitoring and analyzing 
features using data from the organizational 
data storage to a very broad category of 
users, both internal and external. In order 
to be able to do that, the portal should 
integrate five categories of BI tools [18]: 

1. Dashboards and scorecards – these BI 
tools cover all monitoring 
requirements for an organization, from 
management and decision factors 
level, down to simple employees and 
even providers (external users);  

2. Reporting tools – used to create 
operational and financial reports in 
standard formats (.pdf, .xls, .txt etc.) 
and in Web format and distribute them 
to both users and decision factors in 
the organization and external users; 

3. Multidimensional data analysis tools – 
these tools are good for analysis which 
can be forecasted. They include 
mainly OLAP cubes, which allow ad-
hoc data interrogation on multiple 
dimensions and different data subsets, 
obtained by specific slice and dice 
operations and also by data drill down 
from the highest aggregation level to 
the lowest detail level (transactional 
level);  

4. Predictive data analysis and advanced 
data analysis tools – they can discover 
unexpected data behavior and can 
make forecasts, using set theory 
techniques and mathematic and 
statistic functions. These tools, also 

known as data mining tools, can 
perform advanced analysis, predictive 
analysis, hypothesis and forecast 
testing; 

5. Proactive warning and notification 
tools – they are used for automated 
distributing of great number of reports, 
scorecards or warnings to a great 
number of users, in a pro-active, 
centralized manner, according to a 
previously established schedule; they 
can also send predefined or on-
demand triggers based on a 
subscription system. 

As one can see, the prototype portal we 
built has only reporting tools, dashboards 
and scorecards implemented and also a few 
warning and automation features for 
distributing reports throughout an 
organization. In order to implement the 
other BI tools, multi-dimensional analysis 
and data mining tools, we shall have to 
install and integrate the Microsoft Analysis 
Services component in SharePoint Mode; 
we shall also have to install and configure 
the Excel Services Application Data Model 
in order to integrate it with the Analysis 
Services Server and integrate it in the 
portal. The future, three level architecture 
of the portal will look like the image in 
figure 6. 

 

 
Fig. 6. The future three-level architecture 

of the portal  
 

By adding an analysis server, but 
especially for building practical solutions 
which can imply even creating a data 
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warehouse in the organization in order to 
be able to completely benefit from the 
power of OLAP and data mining tools, the 
one single server architecture (see figure 
1), will not be appropriate anymore, even 
for small organizations.  
 
6. Conclusions 
While organizations are more and more 
dependent on information, collaboration 
and integrating multiple, both internal and 
external, data sources, decision factors 
must face a growing challenge: to manage 
information provided by lots of carriers: 
events, digits, documents, reports etc. In a 
more and more dynamic working 
environment, our solution provides the 
necessary tools it takes to manage, 
organize, share and provide efficiently all 
this content to both decision factors and 
simple users in an organization.  
Created using SharePoint technologies, the 
solution we presented in this paper 
provides an intelligent organizational 
reporting process and also creating 
dynamic, interactive dashboards, which 
can combine and integrate data from 
multiple sources and can provide 
meaningful information to the users, taking 
into account their roles in the organization 
and, consequently, their particular 
informational needs. By combining Web 
Parts, filters, key performance indicators 
(KPIs), diagrams, reports and other 
elements, these dashboards are capable of 
offering ideal combinations of information, 
formatted and presented according to the 
particular requirements of each user. 
Extending the portal’s functions by 
implementing the Microsoft Analysis 
Services in SharePoint Mode component 
will lead to obtaining a complete BI 
solution integrated into the enterprise 
portal.  
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The efficient use of primary memory is one of the major key for the good performance 
achieved from the any kind of server. The management of the various components stored in 
the main memory is the key challenge to get the desired throughput from an application 
running on the server. As we know the DBMS mostly works on client-server architecture. So 
the memory management for the DBMS’s components stored in the main memory of the 
server is the critical task for a DBA. The DBA should have the knowledge of the components 
those are stored in main memory during runtime. This paper helps the DBA to get the detailed 
description of these core components of DBMS. 
Keywords: SGA, DBMS, DBA, Dynamic Parameters. 
 

Introduction 
The Complexity of the database is 
increasing day by day. Due to the 

Exponential growth of the amount of data 
and its complexity, the responsibilities of 
DBA has been increased in the same ratio.  
One of the major responsibilities of DBA 
is to make the database available 24*7 for 
the user and the response time should be 
minimum. There are many components in 
a DBMS those are responsible for poor 
response time. These may be categories as 
software component (database design, 
SQL query parsing and optimize etc.) and 
hardware component (disk, main memory, 
network component etc.). Out of these 
many software and hardware components 
the major part played in performance 
tuning is the memory management 
component.  
In this paper we will explain in detail the 
role of memory management in 
performance enhancement of a DBMS. 
The System Global Area (SGA) 
management impacts a lot on the 
performance of a DBMS. It is a big 
challenge in itself to predict and allot a 
right amount of memory for different 

components of SGA. The memory 
captured by an SGA is called as Instance 
of the database server. The management of 
this instance is done by several dynamic 
SGA Parameters or instance parameters. 
This paper will give the detail overview of 
SGA and its dynamic parameters. 
 
2. System Global Area (SGA) 
Inside the Instance of a database server, 
data is stored in two places: in memory and 
on disk. Memory has the best performance 
but also has the highest cost. Disk, on the 
other hand, can store vast amounts of data 
and cost effective but has very slow 
performance relative to memory. Due to 
the better performance, it is desirable to 
use memory to access data whenever 
possible. But because of the vast amounts 
of data usually accessed and the number of 
users who need this data, there is a lot of 
contention on this resource. To make most 
effective use of memory, you must achieve 
a balance between the memory used for 
DBMS caching and the memory needed by 
the users. The System Global Area (SGA) 
is the commonly shared main memory 
space on database server that is globally 

1



14  SGA Dynamic Parameters: The Core Components of Automated Database Tuning 

 

shared by the clients connected to the 
server. If multiple users are connected to 
the database servers at a time than the pool 
of memory allotted to the server is called 
SGA and the SGA with background 
processes is called an Instance. An SGA 
and Oracle processes constitute an Oracle 
instance. Oracle automatically allocates 
memory for an SGA when you start an 
instance, and the operating system reclaims 

the memory when you shut down the 
instance. Each instance has its own SGA. 
The SGA is read/write. All users 
connected to a multiple-process database 
instance can read information contained 
within the instance's SGA, and several 
processes write to the SGA during 
execution of Oracle. 
 

 

 
Fig.1 Oracle Memory Architecture 

 
The SGA contains the following data 
structures: 

• Database buffer cache; 
• Redo log buffer; 
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• Shared pool; 
• Java pool; 
• Large pool (optional); 
• Streams pool; 
• Other miscellaneous information. 

The Database Server Instance (DSI) also 
reserved some fixed space that is used to 
store instance information and the 
information of background processes 
running behind. User data is not stored 
here. The SGA includes information 
communicated between processes, such as 
locking information. If the system uses 
shared server architecture, then the request 
and response queues and some contents of 
the PGA are in the SGA. 
The detailed description of the various 
components of SGA is given below. 
 
2.1. Database Buffer Cache 

This component of SGA holds the data 
blocks fetched from the disk to satisfy 
user’s query. If the DML operations are 
performed on data blocks then The DML 
operations on data objects are first 
performed on these blocks and transferred 
to the data files by the DB Writer (i.e. 
DBWR) processes. 
Free buffer, pinned buffer and dirty buffer 
are the part of LRU list. Free buffer will 
take place towards the LRU end of the list 
and dirty buffer will take place towards the 
MRU end. The Diagram (Figure 2) shows 
the detailed view of Data Buffer Cache. 
This diagram clearly shows the transferring 
the data from data files present in the disk 
to the various parts of data buffer cache. It 
also shows the role of LRU list and Write 
list. The transferring of the data processed 
by background process. 

 

 
Fig.2 Data Buffer Cache (Components) 

 
When a process requires data, it starts 
looking for it in the data buffer. If it finds 
that data, it is a cache hit otherwise it is 
cache miss. In the event of a cache miss, 
the process has to copy the data from data 
file into the LRU List. Before copying, the 
process will first start looking for free 
space in the LRU list starting from the 
LRU end. As the process starts to scans for 
free space, if it hits a dirty data, it copies 
that over to the write list. It continues until 
it has found enough free space or if it hits a 
threshold to search. If it hits the threshold, 
it asks DBWR process to write some of the 
data blocks from write list to data files and 
free up space. If it gets the required free 

space, it reads the data into the MRU end 
of LRU List. Whenever an Oracle process 
accesses any of the data in the LRU list 
(cache hit), the data is moved to the MRU 
end of that buffer. Over the time, the older 
data (except for full table scans) moves to 
the LRU end of the buffer.  
 
2.2. Redo Log Buffer 
Redo log buffer is used for recovery 
management. Whenever an SQL operation 
is performed on the database, a 
corresponding entry is made in redo log 
buffer. Due to the limited size of buffer the 
entries will be transferred to the online 
redo file present in disk using the LGWR 
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process. If some failure occurs due to 
abnormal termination then the data can be 

recovered using this buffer or online redo 
file. 

 

 
Fig.3 Data Buffer Cache (Block Movement) 

 
The initialization parameter 
LOG_BUFFER determines the size (in 
bytes) of the redo log buffer. In general, 
larger values reduce log file I/O, 
particularly if transactions are long or 
numerous. The default setting is either 512 
kilobytes (KB) or 128 KB times the setting 
of the CPU_COUNT parameter, whichever 
is greater. 

2.3. Shared Pool 
The shared pool component of SGA 
contains the parsed SQL statements and 
the metadata about the database objects. It 
divided into two major parts. 
• Library Cache;  
• Data Dictionary Cache. 

 

 
Fig.4 Shared Pool 

 
The total size of the shared pool is 
determined by the initialization parameter 
SHARED_POOL_SIZE. The default value 
of this parameter is 8MB on 32-bit 
platforms and 64MB on 64-bit platforms. 
We can increase or decrease the value of 

this parameter as per the performance 
need. 
 
2.3.1. Library Cache 
The library cache stores the parsed SQL 
statements. If the SQL statements parsed 
succesfully then it gets entry in library 
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cache to reduce the parsing time in future 
for same SQL query. It is the reserved 
space in shared pool component of SGA. 
The diagram (Figure 4) shows the 
information stored in library cache. Some 
SQL queries has been shown in the 
diagram. The queries are stored in parsed 
form. The use of bind variable in SQL 
query make this space more useful  
Otherwise  the same query will store 
multiple time just because of the difference 
in data used in where condition. Shared 
SQL areas are accessible to all users, so the 
library cache is contained in the shared 
pool within the SGA. 
 
2.3.2. Dictionary Cache 
The data dictionary is a collection of 
database tables and views containing 
reference information about the database, 
its structures, and its users. Oracle accesses 
the data dictionary frequently during SQL 
statement parsing. This access is essential 
to the continuing operation of Oracle. 
The data dictionary is accessed so often by 
Oracle that two special locations in 
memory are designated to hold dictionary 
data. One area is called the data 
dictionary cache, also known as the row 
cache because it holds data as rows instead 
of buffers (which hold entire blocks of 
data). The other area in memory to hold 
dictionary data is the library cache. All 
Oracle user processes share these two 
caches for access to data dictionary 
information. 
 
2.4. Large Pool 
The database administrator can configure 
an optional memory area called the large 
pool to provide large memory allocations 
for: 
• Session memory for the shared server 

and the Oracle XA interface (used 
where transactions interact with more 
than one database); 

• I/O server processes; 
• Oracle backup and restore operations. 
By allocating session memory from the 
large pool for shared server, Oracle XA, or 

parallel query buffers, Oracle can use the 
shared pool primarily for caching shared 
SQL and avoid the performance overhead 
caused by shrinking the shared SQL cache.  
In addition, the memory for Oracle backup 
and restore operations, for I/O server 
processes, and for parallel buffers is 
allocated in buffers of a few hundred 
kilobytes. The large pool is better able to 
satisfy such large memory requests than 
the shared pool. The large pool does not 
have an LRU list. It is different from 
reserved space in the shared pool, which 
uses the same LRU list as other memory 
allocated from the shared pool.  
 
2.5. Java Pool 
Java pool memory is used in server 
memory for all session-specific Java code 
and data within the JVM. Java pool 
memory is used in different ways, 
depending on what mode the Oracle server 
is running in. The Java pool advisor 
statistics provide information about library 
cache memory used for Java and predict 
how changes in the size of the Java pool 
can affect the parse rate. The Java pool 
advisor is internally turned on when 
statistics_level is set to TYPICAL or 
higher. These statistics reset when the 
advisor is turned off. 
 
2.6. Streams Pool 
In a single database, you can specify that 
Streams memory be allocated from a new 
pool in the SGA called the Streams pool. 
To configure the Streams pool, specify the 
size of the pool in bytes using the 
STREAMS_POOL_SIZE initialization 
parameter. If the size of the Streams pool is 
greater than zero, then any SGA memory 
used by Streams is allocated from the 
Streams pool. If the size of the Streams 
pool is zero, then the memory used by 
Streams is allocated from the shared pool 
and may use up to 10% of the shared pool.  
 
3. SGA Parameters 
As we have discussed above that the SGA 
is the collection of various components. 
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The components have been divided on the 
basis of their requirements to achieve 
better functionality. The components have 
different memory requirement to store 
different kind of information. The 
accessibility mode, time and background 
process is also different for different 
component. By altering the memory 
assignment for them will have positive or 
negative impact on DBMS performance. 

Most of the DBMS provides the list of 
parameters associated with each 
component of SGA. By altering the value 
of these components the DBA can control 
the memory assignment for each 
component separately.  
The following table lists the name of 
parameters with its associated SGA 
component. 

 
Table 1. SGA Components and Corresponding SGA Parameters 

SGA Component Initialization Parameter 

The buffer cache DB_CACHE_SIZE 

The buffer cache DB_BLOCK_BUFFER 

The buffer cache DB_BLOCK_SIZE 

The buffer cache DB_KEEP_CACHE_SIZE 

The buffer cache DB_RECYCLE_CACHE_SIZE 

The shared pool SHARED_POOL_SIZE 

The Redo Log Buffer LOG_BUFFER 

The large pool LARGE_POOL_SIZE 

The Java pool JAVA_POOL_SIZE 

The Streams pool STREAMS_POOL_SIZE 

 
The value of these parameters can be 
changed using alter system command. By 
altering the value of these parameters the 
DBA can increase or decrease the value of 
corresponding part of SGA. 
 
4. Dynamic SGA Parameters 
The parameters listed above can be 
changed by alter system command but all 
of them cannot give their changed effect on 

running instance.  Some of them give their 
effect on restarting the instance. But the 
rest parameters can affect the instance in 
running state. These parameters who gave 
their effect on running instance are called 
Dynamic parameters. Since these 
parameters are used to alter the SGA 
components hence these are called 
Dynamic SGA parameters. 

 
Table 2. SGA Components and Corresponding Dynamic SGA Parameters 

SGA Component Initialization Parameter 

The buffer cache DB_CACHE_SIZE 

The shared pool SHARED_POOL_SIZE 

The Redo Log Buffer LOG_BUFFER 
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SGA Component Initialization Parameter 

The large pool LARGE_POOL_SIZE 

The Java pool JAVA_POOL_SIZE 

These parameters are also called Auto 
Tuned parameters because these can be 
changed at runtime by using any auto 
executed application. 
 
4.1. DB_CACHE_SIZE 
This parameter is used for allocating the 
size of database buffer. By changing the 
value of this parameter the DBA can 
change the size of data buffer. The I/O 
overhead can be reduced by allocation 
sufficient memory to data buffer using this 
parameter. The value is calculated by 
multiplying No. of Blocks to Block size. 
 
DB_CACHE_SIZE = 4M * Number of 
CPU * Granule 
 
The value larger than this is rounded up to 
the nearest granule size. 
 
4.2. SHARED_POOL_SIZE 
This parameter is used to assign the 
memory space to shared pool. The shared 
pool contains parsed SQL queries, PL/SQL 
procedures, Triggers, cursors, and other 
structures. If you set 
PARALLEL_AUTOMATIC_TUNING to 
false, then Oracle also allocates parallel 
execution message buffers from the shared 
pool. Larger values improve performance 
in multi-user systems. Smaller values use 
less memory. 
 
4.3. LOG_BUFFER 
LOG_BUFFER specifies the number of 
bytes allocated to the redo log buffer. 
Larger values reduce I/O to the redo log by 
writing fewer blocks of a larger size. 
Particularly in a heavily used system, this 
may help performance. In general, larger 
values for LOG_BUFFER reduce redo log 
file I/O, particularly if transactions are long 
or numerous. In a busy system, a value 
65536 or higher is reasonable. 

 
4.4. LARGE_POOL_SIZE 
This parameter is used to assign the 
memory for backup and recovery of the 
database. Parallel execution allocates 
buffers out of the large pool only when 
PARALLEL_AUTOMATIC_TUNING is 
set to true. You can specify the value of 
this parameter using a number, optionally 
followed by K or M to specify kilobytes or 
megabytes, respectively. If you do not 
specify K or M, then the number is taken 
as bytes. 
 
4.5. JAVA_POOL_SIZE 
This parameter specifies the size of the 
Java pool, from which the Java memory 
manager allocates most Java state during 
runtime execution. This memory includes 
the shared in-memory representation of 
Java method and class definitions, as well 
as the Java objects that are migrated to the 
Java session space at end-of-call. 
 
5. Conclusion 
In this paper we have explained the 
memory architecture of one of the leading 
DBMS (i.e. Oracle 10g). It describes the 
instance configuration of oracle database 
server. It explains the detailed view of 
various parts of SGA (System Global 
Area) and the parameters used to fix and 
manipulate the memory for the various 
parts of SGA.  
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Introduction 
IT has been a component with major 

implications in the structure of all 
businesses even a century ago. Those 
companies that have treated this factor 
with high importance, by investing 
strategically, had a significantly higher rate 
of profitability in the long term under all 
internal departments. 
Predictions for 2013 [1] show that IT 
spending will increase by 5.7%, exceeding 
the nominal amount of 2.1 billion dollars, 
due to the evolution of cloud technology, 
Big Data - from search to discovery and 
prediction (a classification, analysis and 
prediction of the data), specific platforms 
and social systems. 
Having a developed market in financial 
terms, it is imperative that companies seek 
IT technologies in order to lead to the 
fulfillment of a plurality of objectives such 
as: 

- Early detection and removal of 
socio-economic crisis, of system 
issues, of processes systematically 
affecting the company, penetrating to 
the highest level; 

- Design an efficient and sustainable 
system, having a larger yield; 

- Remove harmful processes and 
system gaps; 

- Adapt business to changes 
independent from socio-economic 
environment. 

In other words, in terms of investment in 
IT innovation, we distinguish three types 
of business: 

- Classical. This category includes 
those businesses for which 
information technologies don’t have 
a major influence, which gives the 
company a static kind by taking 
fundamental decisions in a slow 
pace; 

- Hybrid. This includes all those 
companies that have discovered the 
advantages of using IT side, which 
try to automate and optimize by 
integrating informatics solutions. 
Their objective is that the technology 
should have a growing influence on 
decision-making systems; 

- Online. Within these businesses, the 
main communications channel is 
online, integrating all technical 
innovations in the field. 

Analyzing the evolution of the number of 
users of Internet services, there is a 
spectacular increase of 600% compared 
with 2000, meaning that in a population of 
about 7 billion, 2.5 billion frequently 

1
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accessed the Internet, having the 
penetration rate of 35% [2]. 
The statistics presented above reveal a new 
direction in terms of channel of 
communication between business and 
customers, so that companies that are open 
to new technologies should base their 
foundation in online environment. 
It is worth mentioning that the online 
environment is a relatively new branch of 
information technology, the state of 
knowledge in an interdisciplinary 
approach, is at an average level, which is 
why research is needed in this area so as to 
develop integrated models to substantiate 
it. 
Electronic business affairs do not eliminate 
the essential elements of classical 
businesses, but translate them so that 
models previously used in economics, 
finance, marketing and management, 

remain valid and used in the business in 
one way or another, the focus being on the 
information technology-based model. 
Orientation on this topic leads to an 
increase in the average yield on long term, 
automatically on profitability too, the best 
examples coming from the analysis among 
the most profitable companies.  
In the Top 100 Most Profitable Companies 
in 2012, the majority are those which 
adopted technologies or which exclusively 
perform activities in online environment, 
such as Apple (No. 3), Microsoft (No. 4), 
Intel (No. 12), Google (No. 18), Oracle 
(No. 23), Apache (No. 39) [3]. 
"One of the most important factors in the 
company is the technology" [4], according 
to a study made by IBM from over 1,700 
company board of directors of the top 
companies, as presented in Fig. 1. 

 

 
Fig. 1. "Technology pushes to the top of all the external forces that could impact their organization 

over the next 3 to 5 years, CEOs now see technology change as most critical." (Source: [4]) 
 

Electronic business can be divided into 
several categories, depending on the actors 
involved, on the technologies used, 
services offered, etc. But these topics will 
be discussed later, as the paper is focusing 
on the general area of this type of business. 

Once specific technologies are integrated 
in the electronic business, their advantages 
should be used in a more efficient manner. 
An important aspect is the one regarding 
business automation, in order to eliminate 
possible errors in a very short time or even 
predict them and get to take high-level 
decisions in the idea of building a decision 
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plan and a long term strategy that will 
ensure consistent services by positioning 
prior over competition. All must be able to 
perform in real time, to be flexible, 
intuitive and reversible, fault tolerant. 
Starting point to build such a project is the 
data, whether these initially do not exist or 
are in low numbers. 
One way to implement the above 
specifications can be by engaging a 
learning based system. 
The first step is to train the learning system 
with a set of initial information in order to 
give a starting point, while, in parallel, the 
data providing process continues. 
"Jerusalem Declaration" [5] shows the 
importance of current society in collecting 
data: "We are entering the era of a high 
rate of production of information of 
physical, biological, environmental, social 
and economic systems. The recording, 
accessing, data mining and dissemination 
of this information affect in a crucial way 
the progress of knowledge of mankind in 
the next years. Scientists should design, 
explore and validate protocols for the 
access and use of this information able to 
maximize the access and freedom of 
research and meanwhile protect and 
respect the private nature of part of it." 
If in the past the collection of information 
supposed a major contribution of human 
capital by using expensive technology 
resources, now it can be obtained in a 
relatively short time, at a cost that would 
justify the investment. 
Currently, obtaining important information 
that has major contributions can be made 
in real time due to interaction between 
several systems, by using their capacity of 
analysis and processing. As an example, 
more and more predictive models are used 
[6] with regards to economic future, 
election results and other socio-economic 
developments [7]. Another example is the 
"Google Dengue Trends" which uses 
information received from users based on 
their search on the search engine in order 
to determine the risk of disease by region 
due to mosquitos’ stings [8]. 

Considering that the system is intended to 
be as general as possible, the need to cover 
vast areas of information makes the 
collected data diverse and heterogeneous. 
This leads to the need to build a set of 
minimum requirements in terms of data 
analysis and efficiency in processing 
because we aim to have a system which 
will obtain realistic results. 
In the era of "Big Data" [9] there is no 
longer a question of how to obtain data but 
its analysis and processing. The 
International Data Corporation (IDC) 
shows that the data provided by users are 
exponentially growing, current information 
exceeding the storage capacity of 1.8 
billion gigabytes, with a growth rate of 9 in 
less than five years [9]. 
The learning system must therefore include 
complex processing algorithm, which: 

- Finds relevant information from 
many data sources; 

- Makes a logical integration of 
information from different sources; 

- Removes useless information; 
- Focuses on continuous data 

homogenization, even on predefined 
steps; 

- Assigns data and results to 
individual, giving a real meaning 
depending on the context; 

- Provides an interface easily to 
integrate into other services which 
addresses to a wide variety of users 
so that their knowledge level does 
not represent an impediment in using 
the system. 

The data collected at the moment can be 
classified according to many criteria but a 
special category is the human factor in 
terms of the contribution of this component 
in decision making and thus in making 
unwanted events. 
The financial crisis of the past years was 
due to result of collective human behavior 
in the social environment on a large scale, 
which is why understanding individual 
typology based on historical information 
can facilitate similar items expectation of 
future crises disasters or other events. 
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Current technology provides an 
understanding of the human factor-based 
systems with very high accuracy, so as to 
design a complete system that would 
suggest strategies for future actions. 
Stored data collection and analysis should: 

- Determine pattern of collective 
actions in the social environment 
relying on a set of highly 
heterogeneous data; 

- Define models of human behavior; 
- Share responsibility for decisions, 

depending on cases; 
- Determine initial points that favored 

specific actions; 
- Show relationships between different 

models and other subjective but 
important factors such as human 
intuition, simulations of specific 
cases or test cases [10]. 

A very important thing to note is that we 
can automate many of the business 
processes using learning techniques on 
data but cannot remove the human factor, 
as it has the ability to determine alarm 
signals that the system might not be able to 
detect, which is why the objective is not to 
eliminate human intake but total 
optimization of the tasks that can be tech, 
leading to lower costs through dynamic 
adaptation to different situations and by 
replacing certain responsibilities that 
would be done on a longer period of time 
by individuals. 
 
2. Overview on performance indicators 
Term optimization involves the adoption of 
a mechanism that can be applied to 
electronic business and contains various 
internal processes that support adaptability 
to changes in a competitive context, 
fundamental decision-making dynamics, 
so, increasing profitability. 
The main element of the optimization 
process must have as its starting point the 
possibility of measurement / analysis of all 
business flows. 
The heterogeneity of different types of 
electronic business requires offering for 
adopting a generalized optimization 

solution which will homogenize the 
various input and output in order to get an 
easy to understand structure and adaptable 
to change, similar to the approach of 
Model Driven Architecture (MDA ) [11]. 
According to this view, the end result is to 
get the definition, analysis, generalization 
and use of assessment tools sets for various 
categories of activities in the company. 
MDA proposes an incremental framework 
that includes different theories such as: 

- The Goal - Question - Metric (GQM) 
is a concept that assumes that 
measuring various indicators can be 
optimal only after the list of 
objectives is completed. Also, 
according to this principle, all 
information related to the objectives 
should be analyzed and used for 
recording the progress; 

- Balanced Scorecard (BSC) is a 
strategic planning and management 
system used in various types of 
business that provides uniform 
internal activities to the vision and 
strategy, improving various impact 
factors; 

- Business Process Model and 
Notation (BPMN) is a graphical 
representation of various business 
processes; 

- Semantics of Business Vocabulary 
and Business Rules (SBVR) is a 
standard that defines the vocabulary 
and rules related to business terms, 
rules and procedures; 

- Other theories. 
Whatever core framework was used, 
proposed or already existing, the primary 
objective is not only to remain at the 
theoretical level but to materialize the 
optimization models by applying them on 
as many as possible electronic businesses. 
The first step is to identify the key 
elements of the firm which suffer over time 
minimal or major changes. Thus, we use a 
system of metrics and indicators that will 
summarize the facts. 
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By definition, a metric can identify the 
deviation or potential deviation from 
achieving a goal set. 
The main categories of indicators will be: 

- Key performance indicators (KPIs). 
These will measure the changes in 
terms of returns on different time 
intervals. Performance indicators will 
express the quality of decisions 
implemented. Having the 
evolutionary history of the entity and 
of the performance indicators, they 
will identify any deviation that was 
not performance. Means of 
identification, correlation and 
automation of these indicators will 
be presented later on in this article; 

- Key Risk Indicators (KRIs). Are 
those statistical indicators that can 
synthesize the positioning of the 
company in terms of risk, which are 
dynamically revised and aim to 
provide consistent signals on changes 
with high influence [12]. This type of 
indicators are the safety features to 
prevent incorrect application of 
decision strategies. Risk indicators 
will be able to determine the times 
when certain items will change and 
lead or can lead to behavior that 
could divert an aggravating behavior 
and could act in unfavorable 
directions. 

Proposed sequence for defining the 
optimization platform in terms of metrics. 
Step 1. Will review all elements defining 
the flow of business and will create a 
weighted matrix to express their 
importance. Also in this step will classify 
the main categories that can influence 
company’s performance. 
Step 2. Based on previously defined 
categories and on decisional factors, will 
express a number of key indicators for 
each stream of business. 
Step 3. Each indicator will have detailed 
important information needed in the 
framework: 

- The need for adoption, as in Fig. 2.; 

- Whether or not an indicator has high 
impact, it will be classified in risk 
category indicators; 

- The influence level between 
indicators; 

- Reporting interval - hourly, daily, 
weekly, monthly, yearly, etc.; 

- The period of storage and / or use of 
historical data; 

- Range of monitoring the evolution of 
the index. 
 

 

Fig. 2. Indicator analysis 
 
Depending on the specific of category to 
be optimized, we will define optimization 
models that include previously defined 
indicators. 
Fig. 3. illustrates the operation and 
application of two indicators. 
Monitoring the risk state. Note that these 
performance indicators are at the same 
time risk indicators, which is why there are 
two levels - MR(i1) and MR(i2) - 
representing the values for indicators for 
which the risk status is triggered 
(Maximum Risk value). At the onset of 
risk status we will apply certain models of 
prevention and depending on how it will 
impact, will revert to the previous state. 
For example, if the indicator i2 at time t1 - 
V (t1, i2) - triggers risk status, the core 
framework will manage time by an 
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eventual recovery of i2 to the value 
recorded at time t0. 
Also, the complexity of the optimization 
algorithm will be determined in proportion 
with the influence of other risk indicators 
in creating the state. 

- For i1 and i2 indicators, reporting 
intervals are different, weekly and 
monthly respectively, possibly due 
to their importance; 

- It is worth mentioning that we are 
interested if the state of risk triggers 
only when the indicator is reporting. 
We can opt for a shorter reporting 

period but should take into 
consideration the nature of the 
indicator because changing the 
timeframe and fitting into alert level 
may be short-lived. Consequences 
can lead to misinterpretation of the 
indicator and beyond even taking 
wrong decisions. An example is 
highlighted in the chart below: the 
value V (t3, i2) is not included in the 
risk class, even if the index exceeds 
the maximum allowed by the next 
reporting period t4. 

 
 

 
Fig. 3. KPI evolution & evaluation 

 
As a general conclusion on performance 
indicators, in order for them to bring a 
significant contribution to the optimization 
process they should be included in metrics 
whose utility will increase the yield rate 
and automatically improve profitability. 
 
3. Optimization models for specific cases 
The complexity of electronic business is 
similar to classical business, involving 
various fields, which combined create a 
flow system often difficult to track, control 
and predict. So, as part of the business, are 
elements related to the financial, economic, 
human, marketing, politics, etc. 

The objective of this article is to take into 
account the business specific elements that 
develop their activity wholly or partly in 
the online environment, the reference 
categories being classified as follows: 

- Software; 
- Hardware; 
- Human; 
- Finance; 
- Miscellaneous. 

Optimization models to be proposed will 
be composed of metrics and indicators 
designed to partially or completely 
automate decision making system, having 
a dynamic opening, meaning fault-tolerant 
and adaptable. The goal is not to eliminate 
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the human factor but to provide assisted 
decision opportunities so that they act in 
time and understand the impact that 
decision might have. 
Interaction between technology and the 
human factor will be an environment based 
on continuous improvement to ensure 
success. Only this approach will ensure 
efficient and early limiting of the human 
error by the monitoring performed on the 
computer system. Also, the individual will 
notice and correct possible deviations of 
the system before it produces results 
considered optimal while they are not. 
In the following pages we propose models 
for the above mentioned categories. 
 
3.1 Hardware 
From the hardware point of view we can 
distinguish two subcategories, namely 
infrastructure, including communications 
channels, and the second one, of 
processing and storage of the resources. 
As primary infrastructure can change based 
on the decisions taken by some important 
actors (large companies, governments, etc. 
- for example, all cars produced in the 
European Union have the obligation to 
incorporate the technology Anti-lock 
Braking System (ABS) [13]). Average 
users have low influence, which is why we 
will not discuss optimization techniques in 
this regard. 
In terms of processing and storage of the 
resources, there is an adaptability of the 
market solutions according to the specific 
of the company. It assumes the use of 
Cloud Computing paradigm which allows 
scalability on infrastructure in a very short 

time (minutes). Increased storage and 
processing capacity correlated with lower 
price per unit allowed providing these 
general solutions but also personalized for 
each individual case [14], giving up the 
traditional solutions such as Virtual Private 
Server (VPS), Dedicated Servers, etc. [15]. 
Optimization will cover how hardware-
solutions will be selected to meet the needs 
of online business platform and get a larger 
yield. 
In terms of optimization, performance is 
perceived by users as high when the level 
of response from the platform is bigger, the 
maximum load being the instant one, in 
milliseconds. It is true that maintaining the 
performance level - level of satisfaction – 
involves other factors, which we will 
specify in other optimization categories, 
the main being software. 
Website performance is a key factor in 
achieving user satisfaction and 
automatically converts them into active 
customers. At high level, Amazon shows 
[16] that a simple increase in the response 
time of just 100 milliseconds on the web 
platform results in decreased sales by 1%. 
Hardware optimization goal is to obtain a 
model that: 

- Minimizes the cost of hardware 
resources, by holding a level of 
satisfaction as high as possible; 

- Justify the performance - response 
time per customer profitability. 

Finally we get a relationship that will help 
us estimate the response time depending on 
profitability at a certain moment, taking 
into account historical data regarding 
various useful indicators such as:  
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Fig. 4. Miscellaneous hardware performance indicators 

The model will serve to human part from 
the decision-making process in order to 
find answers based on existing information 
on questions such as "What is the primary 
objective in terms of offered 
performance?", "What is the maximum 
cost that the company can support on the 
hardware infrastructure, when 
performances fall?", "What is the effect on 
limiting resources, meaning performance 
degradation, on the cost and the 
profitability per user?". 
The first step is to determine the causal 
relationship between response time (in 
seconds), meaning the platform 
performance and profit per customer.  
Response time is based on indicators 
related to the number of sessions and 
requests in a given day, which involves a 
number of processing units, storage, 
traffic, etc. 
Historical data modeling requires the use 
of an econometric model, the pattern 
resulting from the analysis of the number 
of requests for a certain period: 

- Requests per Day: demand is not 
constant and is due to sociological 
factors. You can create oscillating 
trends driven by human factor 
availability to access platform, 
restrictions being imposed by the 
employer; 

- Requests per month: in this case 
you can see a variable set of data, 
its nature being given by specific 
periods of each month, such as 
holidays, national events, etc.; 

- Requests per Year: their number 
can vary due to political and 

economic actions, global or local, 
as a result of business performance. 
 

Based on this analysis we conclude that the 
specific model is nonlinear. It requires 
using a sinusoidal model, starting from the 
general form: 
 

 
where: 
C - is the constant defining the mean level; 
α - is the wave amplitude for the model; 
ω - is the frequency; 
Ti- is time variable; 
φ - is the phase; 
Ei – is the error sequence in the sequence 
Y i by approximating the model. 
 
Translating into an econometric model for 
use, in this case, of historical data set, it 
will result in the following formula: 
 

 
where: 
P - is the estimation of customer profit, 
correlated with response time (RT); 
m – is the starting year for the dataset 
involved in the model; 
n – is the end year for the data set involved 
in the model; 
RT – is the response time estimation, based 
on profit per customer (P); 
ai, bi, ci - model parameters used as 
training set; 
Ei - is the error of approximation in the 
model.  
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Discovering the correlation between 
response time and profitability, human 
factor will have decision options in a range 
of project expenditures by adjusting the 
hardware infrastructure, namely the 
maximum number of processing units, 
storage and bandwidth used for a certain 
period. 
Model results can be interpreted as a 
solution for a learning method. Basically, 
having the information available, the data 
is trained together with the links between 
them from time to time, the system being 
able to learn from previous periods and 
human decisions being taken so that 
ultimately the financial return is the 
maximum. 
 
3.2 Software 
The main element of this category is the 
online platform, the website, as an 
intermediary between business and 
customer flows. 
Thus, performance indicators will be 
related to how online platform works and 
to most of the features coming from users. 
Indicators related to how to make and 
implement the site to make it functional, 
such as optimization by improving code 
written in a particular programming 

language or the use of specific utility 
programs, are connected to the 
infrastructure and can be included in the 
model from 3.1. We also exclude those 
indicators that can be included in the 
aforementioned category, as the 
demographic ones. 
It may be created a variety of metrics [17] 
that can be used in an optimization model, 
for example: 

- Return of Investment (ROI), 
conversions, subscribers; 

- Search Engine Optimization (SEO): 
number of backlinks, quality of 
backlinks, pages, indexes, different 
ranks; 

- Usability: time on site, bounce rate, 
links clicked, eyetracking, page 
visit, returning visitors; 

- Society: on Twitter messages 
(tweets), Facebook likes. 

In Fig. 5. we present three types of 
indicators that can justify the  profitability 
per user in terms of software, the latter 
having a linear response correlated with 
the level of satisfaction. It is worth 
mentioning that a direct correlation 
between a variety of indicators and 
profitability can be found. 

 

 
Fig. 5. Miscellaneous software performance indicators 

 
Choosing a linear model is motivated by 
the fact that the use of a given functionality 
is given by the customer satisfaction level 
for that utility. 
The optimization model should assist the 
human in decision making process by 
answering questions such as "What is the 
correlation between a specific user 
functionality and profit per user?", "How 
to reduce the cost of certain functionality 

by maintaining optimal levels of 
profitability?" "What consequences has 
removing a functionality within the 
financial structure?" 
The econometric linear model to correlate 
the functionality within the business and its 
profits will have the following form: 

 
where: 
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m – is the starting year for the dataset 
involved in the model; 
n – is the end year for the data set involved 
in the model; 
P - is the estimation of customer profit, 
correlated with accessing functionality (F); 
F – is the estimation of accessing 
functionality, based on profit per customer 
(P); 
ai, bi - model parameters used as training 
set; 
Ei - is the error of approximation in the 
model. 
Obtaining the correlation between 
functionality and profitability, human 
factor will get decision options in a range 
of project expenditures, by allocating funds 
for developing or disposing the service 
provided. The model determines the level 
of satisfaction of users. 
 
4. Conclusions 
In terms of optimization, it can extend 
across multiple categories and 
subcategories, including those ones already 
presented, financial, human, etc. Providing 
to the learning system a larger set of 
training data will give it the ability to 
almost completely automate decision-
making process on matters of business. 
The quality of results on the learning 
process given from training the 
information will also be high as it is 
evidence-based and comprehensive. 
Developing models presented in this article 
in future studies may lead to a refinement 
and determination of the specific of users, 
so that the optimization level will exceed 
expectations and investments will be made 
on items which confirmed the degree of 
profitability. 
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Microsoft SQL Server is a relational database management system, having MS-SQL and 
Transact-SQL as primary structured programming languages. They rely on relational 
algebra which is mainly used for data insertion, modifying, deletion and retrieval, as well as 
for data access controlling. The problem with getting the expected results is handled by the 
management system which has the purpose of finding the best execution plan, this process 
being called optimization. The most frequently used queries are those of data retrieval 
through SELECT command. We have to take into consideration that not only the select 
queries need optimization, but also other objects, such as: index, view or statistics. 
Keywords: SQL Server, Query, Index, View, Statistics, Optimization. 
 

Introduction 
We consider the following problems as 
being responsible for the low 

performance of a Microsoft SQL Server 
system. After optimizing the hardware, the 
operating system and then the SQL server 
settings, the main factors which affect the 
speed of execution are: 

1. Missing indexes; 
2. Inexact statistics; 
3. Badly written queries; 
4. Deadlocks; 
5. T-SQL operations which do not 

rely on a single set of results 
(cursors); 

6. Excessive fragmentation of 
indexes; 

7. Frequent recompilation of queries. 
These are only a few of the factors which 
can negatively influence the performance 
of a database. Further, we will discuss each 

of the above situations and give more 
details. 
 
2. Missing indexes 
This particular factor affects the most SQL 
Server’s performance. When missing 
indexing of a table, the system has to go 
step by step through the entire table in 
order to find the searched value. This leads 
to overloading RAM memory and CPU, 
thus considerably increasing the time 
execution of a query. More than that, 
deadlocks can be created when for 
example, session number 1 is running, and 
session number 2 queries the same table as 
the first session. 
Let’s consider a table with 10 000 lines 
and 4 columns, among which a column 
named ID is automatically incremented 
one by one. 

 
Table 1.1. Running a simple query to retrieve a row in a table 

With clustered index (execution time / query 
plan) 

Without clustered index (execution time / 
query plan) 

  

1
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Table 1.2. Running a 2 table join query 

With clustered index (execution time / query 
plan) 

Without clustered index (execution time / 
query plan) 

  

 

 

 
Tabel 1.3. Running a junction between two tables 

Query (Q1) Query (Q2) 
select * from T_1where ID = 50000 select *   

 from T_1as a 
  innerjoin T_2as b 
  ona. ID =b. ID  
where a. ID = 50000 

 
In Table 1.1, the query is created using a 
single table, with and without a clustered 
index on the column specified in the 
WHERE clause (Q1). In the second table 
(Table 1.2), the query has two tables, a join 
on ID column of the two tables and a 
WHERE clause (Q2). 
According to [1] and [3], SQL Server 
supports the following types of indexes: 

- Clustered index; 
- Nonclustered index; 
- Unique index; 
- Columnstore index; 
- Index with included columns; 
- Index on computed columns; 
- Filtered index; 
- Spatial index; 
- XML index; 
- Full-text index. 

According to [2], the main index 
optimization methods are the following: 

- It is recommended that created indexes 
to be used by the query optimizer. In 
general, grouped indexes are better 
used for interval selections and ordered 
queries. Grouped indexes are also more 
suitable for dense keys (more 
duplicated values). Because the lines 
are not physically sorted, queries which 
run using these values which are not 
unique, will find them with a minimum 
of I/O operations. Ungrouped indexes 
are more suitable for unique selections 
and for searching individual lines; 

- It is recommended for ungrouped 
indexes to be created with as low 
density as possible. Selectivity of an 
index can be estimated using the 
selectivity formula: number of unique 
keys/ number of lines. Ungrouped 
indexes with selectivity less than 0, 1 
are not efficient and the optimizer will 
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refuse to use it. Ungrouped indexes are 
best used when searching for a single 
line. Obviously, the duplicate keys 
force the system to use more resources 
to find one particular line; 

- Apart from increasing the selectivity of 
indexes, you should order the key 
columns of an index with more 
columns, by selectivity: place the 
columns with higher selectivity first. 
As the system goes through the index 
tree to find a value for a given key, 
using the more selective key columns 
means that it will need less I/O 
operations to get to the leaves level of 
the index, which results in a much 
faster query; 

- When an index is created, transactions 
and key operations in database are 
taken into consideration. Indexes are 
built so that the optimizer can use them 
for the most important transactions; 

- It is recommended that we take into 
consideration at the time of index 
creation, that they have to serve the 
most often combining conditions. For 
example, if you often combine two 
tables after a set of columns (join), you 
can build an index that will accelerate 
the combination; 

- Give up the indexes which are not 
used. If, following the analysis of the 
execution plans of queries which 
should use indexes we see they cannot 
actually be used, they should be 
deleted; 

- It is recommended creating indexes on 
references to external keys. External 
keys require an index with unique key 
for the referred table, but we have no 
restrictions on the table that makes the 
reference. Creation of an index in the 
dependent table can accelerate 
checking the integrity of external keys 
which result from the modifications to 
the referred table and can improve the 
performance of combining the two 
tables; 

- In order to deserve the rare queries and 
reports of users, we recommend 

creating temporary indexes. For 
example, a report which is ran only 
once a year or once a semester does not 
require a permanent index. Create the 
index right before running the reports 
and give it up afterwards, if that makes 
things happen faster than running the 
report without any indexes; 

- For unblocking page for an index, a 
system procedure can be used: 
sys.sp_indexoptions. This forces the 
server to use blocking at line level and 
table level. As long as the line 
blockings do not turn too often into 
table blockings, this solution improves 
the performance in the case of  multiple 
simultaneous users; 

- Thanks to using multiple indexes on a 
single table by the optimizer, multiple 
indexes with a single key can lead to a 
better overall performance than an 
index with a compound key. That is 
because the optimizer can query the 
indexes separately and can combine 
them to return a set of results. This is 
more flexible than using an index with 
compound key because the index keys 
on a single column can be specified in 
any combination, which cannot be 
done in the case of compound keys. 
Columns which have compound keys 
have to be used in order, from left to 
right; 

- We recommend using Index Tuning 
Wizard application, which will suggest 
the optimized indexes for your queries. 
This is a very complex tool that can 
scan tracking files collected by SQL 
Server Profiler in order to recommend 
the indexes that will improve the 
performance. 

 
3. Inexact Statistics 
According to [3], the SQL Server database 
management system relies mostly on cost 
based optimization, thus the exact statistics 
are very important for an efficient use of 
indexes. Without these, the system cannot 
estimate exactly the number of rows, 
affected by the query. The quantity of data 
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which will be extracted from one or more 
tables (in the case of join) is important 
when deciding the optimization method of 
the query execution. Query optimization is 
less efficient when date statistics are not 
correctly updated. 
The SQL Server query optimizer is based 
on cost, meaning that it decides the best 
data access mechanism, by type of query, 
while applying a selectivity identification 
strategy. Each statistic has an index 
attached, but there can be manually created 
statistics, on columns that do not belong to 
any index. Using statistics, the optimizer 
can make pretty reasonable estimates 
regarding the needed time for the system to 
return a set of results. 
 
Indexed column statistics 
The utility of an index is entirely 
dependent on the indexed column 
statistics. Without any statistics, the SQL 
Server cost-based query optimizer cannot 
decide which is the most efficient way of 
using an index. In order to satisfy this 
requirement, it automatically creates 
statistics on a index key every time the 
index is created. The required mechanism 
of data extraction in order to keep the cost 
low can use changing data. For example, if 
a table has a single row that matches some 
value which is unique, then using a 
nonclustered index makes sense. But if 
data changes, when adding a big number of 
rows with the same column value 
(duplicates), using the same index does not 
make any sense. 
According to [5], SQL Server utilizes an 
efficient algorithm to decide when to 

execute the system procedure that updates 
the statistics, based on factors such as 
number of updates and table size: 
- When inserting a line into an empty 

table; 
- When inserting more than 1000 lines in 

a table that already has 1000 rows. 
Automatic update of statistics is 
recommended in the vast majority of cases, 
except for very large table, where statistics 
updates can lead to slowing down or 
blocking the system. This is an isolated 
case and the best decision must be taken 
regarding its update. 
Statistics update is made using the system 
procedure sys.sp_updatestats on an 
indexed table or view. 
 
Unindexed column statistics 
Sometimes there is the possibility of 
executing a query on an unindexed 
column. Even in this situation the query 
optimizer can take the best decision if it 
knows the data distribution of those 
columns. As opposed to index statistics, 
SQL Server can create statistics regarding 
the unindexed columns. Information 
regarding data distribution or the 
probability of having some value in an 
unindexed column can help the optimizer 
establish an optimum strategy. SQL Server 
benefits of query optimization even when 
it cannot use an index to locate the values. 
This automatically creates statistics on the 
unindexed column when the information 
that the system has, helps creating the best 
plan, usually when the columns are used in 
a predicate(ex: WHERE). 

 
Table 1.4. Query plan 
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Table 1.5. Statistical data of the table "T_1" 
selecta.ID,a.Col_1,a.Col_2,b.Col_3 

 fromT_1asa 

  innerjoinT_2asb 

  ona.ID=b.ID 

wherea.ID= 50000 

 
4. Badly written queries 
Index efficiency depends a lot on the way 
the queries are written. Taking a very large 
number of lines from a table can lead to 

inefficiency of the index. For improving 
performances, SQL queries must be 
written so that they use the existing 
indexes. 

 
Table 1.6. T-SQL query to identify the names of 
the tables that contain at least one line using the 

system view "sys.partitions" (Q1) 

Table 1.7. T-SQL query to identify the names of 
the tables that contain at least one line using the 

system view "sys.sysindexes" (Q2) 

 
 

 
 

 
Table 1.8. Query execution time using the system 

view "sys.partitions" 
Table 1.9. Query execution time using the system 

view "sys.sysindexes" 

  

 
As an example we select two T-SQL 
inquiries executed on system tables 
(views). Both return the names of the table 
which start with “TI Word Map” from the 
“dbo” layout and which contain at least 
one line. This method is more efficient 
than rolling a slider key on all tables from 
“sys.tables”, than rolling an inquiry “select 
count(*) from table name”, for each line 
with slider key, insertion of tables which 
contain at least one line in a temporary 
table, and then its inquiry. However this 
number can be determined by two 
methods: Table 1.6 and Table 1. 7. 
Although they may be identical the only 
difference between the two inquiries is that 
for determining the number of lines in Q1 
table it extracts the number from 
sys.partitions and for Q2 from sys. 

sysindexes. As we may see Q1 is 
aproximatively three times quicker than 
Q2. In this case it is recommended using 
the system view sys.partitions rather than 
sys. sysindexes which according to 
Microsoft will be erased in future versions 
of SQL Server data bases. 
Methods for optimizing SELECT option: 
- Every time possible it is recommended 

to use as search columns in inquiries, 
the far left ones of the index. One index 
on col_1 and col_2 is of no help in an 
inquiry which filtrates results of col_2; 

- It is recommended to build up WHERE 
terms which inquiry optimizer should 
recognize and use as searching tools; 

- Don’t use DISTINCT or ORDER BY 
without any need. They may be used 
only to eliminate duplicate values or to 
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select a specific order in the result set. 
With the sole exception when the 
optimizer can find an index that might 
serve them, they can engage an 
intermediate working table, which can 
be expensive when talking about 
performance; 

- Use UNION ALL instead of UNION 
when eliminating duplicates from a 
result set is not a priority. Because it 
eliminates the duplicates, UNION must 
sort or deal the result set before 
returning it; 

- You may use SET LOCK_TIMEOUT 
when controlling the time limit a 
connection is waiting for a blocked 
resource. At the start of the session the 
automatic variable 
@@LOCK_TIMEOUT returns -1 
which means that no value was 
selected to expire. You can select as a 
value for LOCK_TIMEOUT any 
positive number which establishes the 
number of milliseconds which an 
inquiry waits a blocked resource before 
to expire. In more difficult stages this 
is necessary to prevent  apparent 
blocked applications; 

- If an inquiry includes the IN predicate 
which contains a list of constant values 
(instead of a minor inquiry) order the 
values according to the release 
frequency in the exterior inquiry, more 
over when you know data tendencies. 
A common solution is alphabetical or 
numerical ordering of values but these 
may not be optimal. Because the 
predicate returns TRUE as soon as it 
reaches a resemblance for any of its 
values, moving on the first positions of 
the list the values which are released 
frequently should accelerate the 
inquiry, especially in the case when the 
column where the searching is done, is 
not indexed; 

- It is recommended choosing algorithms 
despite of imbricated minor inquiries. 
A minor inquiry may need an 
imbricated inquiry that is a cycle in a 
cycle. In the case of imbricated error, 

the lines of the interior table are 
scanned for each line of the exterior 
table. This thing works very good for 
little tables and it was the only 
algorithm strategy  used in SQL Server 
before 7.0 version, but as tables 
become bigger and bigger this solution 
becomes less and less efficient. It is 
much better to do the normal 
algorithms between tables and to let the 
optimizer select the best way to 
analyze them. Mostly the optimizer 
will try to transform the pointless 
minor inquiries in algorithms; 

- When possible it is recommended to 
avoid CROSS JOINT type algorithms. 
With the exception of the case in which 
one cannot avoid the need for Cartesian 
product of two tables, it is used a more 
efficient method of algorithms to chain 
one table after the other. Returning an 
unwanted Cartesian product and then 
eliminating the duplicates generated by 
it using DISTINCT and GROUP BY  is 
a problem which causes serious 
damage to the inquiry; 

- You may use TOP(n) extension to 
restrict the number of lines returned by 
an inquiry. This thing is useful mainly 
when you may insert values using 
SELECT, because you may view only 
the values from the first part of the 
table; 

- You may use OPTIONS clause of the 
SELECT instruction for influencing the 
inquiry optimizer with inquiry 
suggestions. As well you may select 
suggestions for tables and specific 
algorithms. As a rule the optimizer 
should optimize the inquiries, but there 
are cases in which the performing plan 
chosen is not the best. Using 
suggestions for inquiry, table or 
algorithm, you may entail to a certain 
type of algorithm, group or union to 
use a certain index, so on and so forth. 
These are called query hints; Here are 
some of these: 

o FAST number_of_lines – points 
out that the inquiry is optimized 
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to rapidly reclaim the first 
“number of lines” After the first 
“number of lines” are returned, 
the inquiry goes on and 
produces the complete result 
set; 

o FORCE ORDER – points out 
that the syntax order of the 
inquiry is enabled during the  
inquiry optimization; 

o MAXDOP processor_number – 
overwrites the maximum 
number of configurated 
parallelism using sp_configure; 

o OPTIMIZE FOR 
(@variable_name) – points out 
to the inquiry optimizer to use a 
specific value to a certain local 
variable when inquiry is 
compiled and optimized; 

o USE PLAN – impels the 
inquiry optimizer to use an 
existent inquiry plan. It can be 
used with: insert, update, merge 
and delete options. 

- Beside query hints there are also table 
hints, which influence the inquiry 
optimizer in taking some decisions as: 
using a blocking method for a table, 
using a certain index, blocking lines, 
etc. Here are some types: 

o NOLOCK – 
READUNCOMITTED and 
NOLOCK hints are applied 
only when data is blocked. 
They obtain Sch-s (stability 
scheme) blocked when 
compelling and executing. This 
indicates no blocking and 
doesn’t stop other transactions 
accession to data, including 
their modification; 

o INDEX – impels using an 
index; 

o READPAST – points out to the 
system not to read the lines 
which are blocked by other 
transactions; 

o ROWLOCK – a line is blocked; 

o TABLOCK – points out that the 
blocking is at a table level; 

o HOLDLOCK – it’s the 
equivalent of the 
SERIALIZABLE isolation 
level; 

o TABLOCKX – points out an 
exclusive blocking of the table. 

- Testing and comparing two inquiries to 
determine the most efficient way of 
accessing data, one must be sure that 
the mechanism of data placement in 
cache memory of the SQL Server 
doesn’t impair test results. One way of 
doing this is by cycling the server 
between inquiries rolling. Another way 
is by using undocumented DBCC 
commands to clean important cache 
memories. DBCCFREEPROCACHE 
extricates the memory for the 
procedure. DBCC 
DROPCLEANBUFFERS cleans all 
cache memories. 

 
5. Excessive blocking (deadlocks) 
According to [2], SQL Server is a software 
compliant with “ACID” rules where 
“ACID” is an acronym for atomicity, 
consistency, isolation and durability. This 
assures that the variations made by the 
simultaneous transactions are worthy 
isolated one versus the other. Compliance 
with the rules by the transactions is 
mandatory for data safety. 
- Atomicity: one transaction is atomic if 

compliant with the principle “all or 
nothing”. When a transaction is 
successful all its variations become 
permanent, when a transaction fails, all 
the variations are canceled; 

- Consistency: one transaction is atomic 
if compliant with the principle “all or 
nothing”. When a transaction is 
successful all its variations become 
permanent, when a transaction fails, all 
the variations are canceled; 

- Isolation: a transaction is isolated if it 
doesn’t concern other transactions or it 
isn’t concerned by other rival 
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transactions on same data (levels of 
isolation); 

- Durability: a transaction is durable if it 
can be done or reversed despite of a 
system breakdown. 

 
SQL Server Blocking 
When a session is doing an inquiry, the 
system determines the resources of the data 
base and gives data base blocking for the 
respective session. The inquiry is blocked 
in case that a session got blocked. Despite 
all these, for offering isolation and rivalry 
SQL Server offers different levels of 
blocking as: 
• Row (RID) – this blocking is done on a 

single row in a table and is the smallest 
blocking level. For example when an 
inquiry changes a row in a table a RID 
blocking is made for that inquiry. 

• Key (KEY) – this is a blocking system 
of a row in an index and is identified as 
a blocking key. For example for a table 
with a clustered index, data pages of 
the table and data pages of the 
clustered index are the same. Since 
both rows are the same for the 
clustered index table only a KEY type 
blocking is obtained on the clustered 
index row or the limited set of rows 
while accessing the rows in the table; 

• Page (PAG) – PAG blocking system is 
kept only on a page of a table or index. 
When an inquiry requires more rows in 
a page, the consistency of all required 
rows can be kept whether by RID or 

KEY blocking on a row level or by 
PAG blocking on a page level; 

• Extent (EXT) – this type of blocking is 
made after using ALTER INDEX 
REBUILD command. This command is 
used at a table level and the table pages 
can be moved from one scale to 
another scale. All this time the integrity 
of the extent is protected by EXT 
blocking; 

• Heap or B-tree (HoBT) – a HEAP or 
B-TREE blocking is used when data is 
heaped on many file groups. Target 
object may be a table without clustered 
index or a B-TREE object. A setting in 
ALTER TABLE offers a certain level 
of control over the blocking mode 
(lock escalation). Because the parts are 
heaped in many file groups, each has to 
have its own data assignation 
definition. HoBT blocking type acts on 
a partition level, not on a table level; 

• Table (TAB) – this blocking type is the 
highest blocking level. Books complete 
access to the table and its indexes; 

• File (FIL); 
• Application (APP); 
• MetaData (MDT); 
• Allocation Unit (AU); 
• Database (DB) – it is a blocking 

system kept on a database level. When 
an application gets access to a data 
base, the blocking manager offers a 
blocking at a data base level worthy to 
a SPID (Speed Process ID). 
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Table 1.10. The session (event session) for a database jams 

 
 

 
Isolation levels of transactions 
SQL Server accepts four types of isolation 
of a transaction. As I mentioned earlier the 
level of isolation of a transaction controls 
the way in which it affects and is affected 
by other transactions. In a level of isolation 
it is always a reverse relation between data 
consistency and users rivalry. Selecting a 
more restrictive level of isolation amplifies 
data consistency to the detriment of 
accessibility. Selecting a less restrictive 
level of isolation amplifies rivalry to the 
detriment of data consistency. It is 
important to balance these opposite 
interests, so the needs of the application to 
be assured. 
- READ UNCOMMITTED - READ 

UNCOMMITTED parameter 
specification is essentially the same as 
using NOLOCK option in each table 
referenced by a transaction. This is the 
least restrictive of the four isolation 
levels in SQL Server. It allows "dirty 
reads" (reading not completed changes 

of other transactions) and readings that 
cannot be repeated (data which changes 
between readings during a transaction); 

- READ COMMITTED - The default 
isolation level in SQL Server, so if you 
do not specify otherwise, you get the 
READ COMMITTED level. READ 
COMMITTED level avoids reading 
"dirty", enforcing  shared  locks on  
accessed data but allows modification 
of basic data during a transaction, thus 
the possibility of repeated readings and 
/ or phantom data; 

- REPEATABLE READ - The 
REPEATABLE READ level generates 
locks that prohibit other users to 
modify data accessed by a transaction, 
but does not prohibit the insert of new 
rows, which may result in phantom 
rows between readings during a 
transaction; 

- SERIALIZABLE - The level 
SERIALIZABLE prevents "dirty 
reads" and phantom lines by 
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introducing key-range locks on data 
access. It is the most restrictive of the 
four isolation levels in SQL Server. 
This is equivalent to using the option 
HOLDLOCK on each table referenced 
by a transaction. 

In order to enforce an isolation level for a 
transaction, the command SET 
TRANSACTION ISOLATION LEVEL 
must be used. The valid parameters for the 
isolation levels are READ 
UNCOMMITTED, READ COMMITTED, 
REPEATABLE READ and 
SERIALIZABLE. 
 
6. T -SQL operations that are not based 
on a single set of results (cursors) 
Given that Transact -SQL is a set based 
language, we know that it operates on sets. 
Writing non-set based code can lead to 
excessive use of cursors and loops. To 
improve performance, it is recommended 
to use queries based on set, not the row by 
row approach, as the latter leads to 
hardware overloading, resulting in a much 
higher data access time. Excessive use of 
cursors increases the stress on SQL server 
and results in reduced system performance. 
 
Classification cursors 
Based on the level of isolation, according 
to [3] and [4] cursors may be: 
- Read-only – the cursor cannot be 

updated; 
- Optimistic– updatable cursor and uses 

the optimistic concurrency model (does 
not lock rows of data); 

- Scroll Locks – updatable cursor that 
has a locking system for any row to be 
updated. 

 
Types of cursors 
- Forward-only – the default cursor 

type. It returns the rows from the data 
set sequentially. No extra space needed 
in tempdb and changes on data are 
visible as soon as the cursor reaches it; 

- Static – static cursors return a result set 
that can only be read, which is 
impervious to changes in data. They 

are sometimes referred to as insensitive 
and are the opposite of dynamic 
cursors; 

- Dynamic – as with forward- only 
cursors, dynamic cursors type reflect 
changes on rows as they reach them. 
No extra space in tempdb is needed, 
and unlike forward-only cursors they 
are scrollable, which means they are 
not restricted to sequential access on 
rows. Sometimes these cursors are 
called sensitive; 

- Keyset – keyset cursors return a fully 
scrollable result set, whose 
membership and order are fixed. As 
with static cursors, the unique-key 
values set of the cursor lines is copied 
to tempdb when opening the cursor. 
This is why the cursor membership is 
fixed. 

 
Cost comparison 
Read-Only cursors 
The read-only model has the following 
advantages:  

- The lowest level of locking: the 
read-only model introduces the 
lock with the least impact and 
database synchronization. Locking 
on the base row while the cursor 
loops the rows can be avoided by 
using the NO_LOCK command in 
the SELECT instruction, but the 
dirty reads must be taken into 
account; 

- The highest level of concurrency: 
as supplementary locks are not held 
in the rows that form its base, the 
read-only cursor does not block 
other users from accessing the base 
table. 

The main disadvantage of the read-only 
cursor refers to the lack of updates: 
contents of the base table cannot be 
modified by the cursor. 

 
Optimistic cursors 
The optimistic model has the following 
advantages: 
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- Low level of locking - Similar to 
the read-only model, the optimistic 
concurrency model does not have a 
specific type of lock. In order to 
further improve the concurrency, 
the NOLOCK locking instruction 
may also be used, as in the case of 
the read-only concurrency model. 
Using the cursor to update a row 
requires exclusive rights on that 
row; 

- High concurrency - Since only a 
shared lock is used on the rows 
behind it, the cursor does not block 
other users from accessing the base 
table. Changing a baseline will 
block other users from accessing 
the row during the update. 

 
Scroll Locks cursors 
The scroll locks model has the following 
advantages: 
- Concurrency control: By blocking the 

base row corresponding the last row of 
the cursor, it ensures that the base row 
cannot be changed by another user; 

- For very large data sets, the use of 
asynchronous cursors is recommended. 
Returning a cursor allows further 
processing while the cursor is 
populated. Asynchronous cursors are 
set as follows: 

 
EXECsp_configure 'show 
advanced options' ,  1 ;  
GO 
RECONFIGURE 
GO 
EXECsp_configure 'cursor 
threshold' ,  0 ;  
GO 
RECONFIGURE 
GO 

 
- When configuring read-only result sets, 

unidirectional, FAST_FORWARD 
cursor option is recommended instead 
of FORWARD_ONLY. 
FAST_FORWARD option creates a 
FORWARD_ONLY and a 

READ_ONLY cursor with several 
built in performance optimizations; 

- It is recommended to avoid changing a 
large number of lines using a cursor 
cycle contained in a transaction 
because each line that it changes may 
remain locked until the end of the 
transaction, depending on the 
transaction isolation level. 

 
7. Excessive index fragmentation 
Normally, data is organized in an orderly 
way. However, in the case in which the 
pages contain fragmented data or contain a 
small amount of data due to frequent page 
division, the number of read operations 
needed to return the data will be higher 
than usual. Increasing the number of 
readings is due to fragmentation. 
Fragmentation occurs when table data is 
changed .When executing instructions to 
insert or update data (INSERT or 
UPDATE statements), clustered indexes on 
tables and nonclustered indexes are 
affected. This issue can cause a tear in the 
index leaf page when an index change 
cannot be stored on the same page. A new 
leaf page will then be added as part of the 
original page in order to maintain the 
logical order of rows in the index key. 
Although the new leaf page maintains the 
logical order of rows of data from the 
original page, it usually will not be 
physically adjacent to the original page on 
disk.  For example, suppose that an index 
has nine key values (or rows in the index) 
and average index rows size allows a 
maximum of four rows in a leaf page. 8KB 
leaf pages are connected to previous and 
next pages to maintain the logical order of 
the index In Figure 1.1, leaf pages layer 1 
is shown. Since the key values of index 
leaf pages are always sorted, a new row of 
the index with a key value of 25 must 
occupy a place between the extended key 
values of 20 and 30. Since the leaf page 
containing that existing index is filled with 
four rows, the new index row will result in 
dividing the page. 
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Fig 1.1. Layer leaf pages 
 

A new page will be assigned to the index 
and a part of the first page will be moved 
on this new page so that the new index key 
can be expressed in the correct logical 
form. The links between indexed pages 
will also be updated as the pages are 
logically linked in index order. As it can be 
seen in Figure 1.1, a new page, even if 
linking it to the other pages id done in the 
correct logical order, physically the linking 
can sometimes be unordered. 
Pages are grouped into larger units called 
extents, which may include eight pages. 
SQL Server uses unit as a physical unit of 
disk allocation. Ideally, the physical order 
of extensions contains leaf pages whose 
key must be the same as the logical order 
of the index. This reduces the number of 
required switches between extents when 
reading a series of rows in the index. 
However, crevice in the pages can disturb 
the pages within extensions physically and 
can also cause physical disorder even 
among extensions. For example, suppose 
the first two leaf pages of the index are as 
measure 1 and the third page is measure 2. 
If measure 2 contains unallocated space, 
then the new leaf page allocated to the 
index causes page division. The page will 
be measure 2, as shown in Figure 1.3. 
With leaf pages distributed between two 
extents, one would ideally expect a read of 
a series of index rows with a maximum of 
one switch between the two extents. 
However, the disorganization of pages 
between extents can cause more than one 
switch during the read of a series of rows 
in the index. For example, to retrieve a 
number of rows in the index between 25 
and 90, you will need three switches 
between the two extents, as follows: 
- Firstly, a measure switch to retrieve the 

value of key 30 after the value of key 
25; 

- Secondly, a measure switch to retrieve 
the value of key 50 after the value of 
key 45; 

- Thirdly, a measure switch to retrieve 
the value of key 90 after the value of 
key 80. 

This type of fragmentation is called 
external fragmentation. Fragmentation can 
also occur in an index page. If an INSERT 
or UPDATE operation creates a page 
break, then free space will be left behind in 
the original leaf page. Free space can also 
be caused by a DELETE operation. 
The net effect is the reduction of the 
number of rows included in one leaf page. 
For example, in Figure 1.3, the page split 
caused by the INSERT operation has 
created a gap in the first leaf page. This is 
known as internal fragmentation. 
For a highly transactional database, it is 
preferable to deliberately leave space 
inside the leaf pages to be able to add new 
rows or change existing rows size without 
causing a rift in the page. In Figure 1.3 the 
free space of the first leaf page allows a 
key value in the index of 26. This can be 
added to the leaf page without causing a 
rift. 
Heap pages can become fragmented in 
exactly the same way. Unfortunately, 
because of the storage mechanism and 
because every nonclustered index uses the 
physical location of the data to retrieve 
data from heap, defragmenting is quite 
difficult. The ALTER TABLE command 
using the REBUILD clause can be used to 
perform a reconstruction. 
SQL Server 2012 exposes leaf pages and 
other data through a dynamic system view 
management system called 
sys.dm_db_index_physical_stats. It stores 
both index size and degree of 
fragmentation. 
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According to Microsoft, the commands 
ALTER INDEX REORGANIZE and 
ALTER INDEX REBUILD are used 

depending on the degree of fragmentation 
of the system view as follows: 

 
Table 1.11. Degree of fragmentation of the system 

Value of avg_fragmentation_in_percent 
column 

T-SQL code 

> 5% and <= 30% ALTER INDEX REORGANIZE 
> 30% ALTER INDEX REBUILD 
 
Rebuilding an index can be performed 
either online or offline, but reorganization 
can only be executed online. 
 

 
Fig 1.2. Outside leaf page order 

 

 
Fig 1.3. Outside leaf pages order distributed extensions 

 
 
Note that this index fragmentation is 
different from disk fragmentation. Index 
fragmentation can’t be determined by 
running the Disk Defragmenter tool, 

because the order pages in a SQL Server 
file is understood only by SQL Server, not 
by the operating system. 
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Fig 1.4. Determining the degree of fragmentation of the index tables in schema "dbo" with 
fragmentation greater than 10 

 

 
Fig 1.5. The result of the query to determine the degree of fragmentation of indexes 

 
8. Rebuilding Frequent Queries 
The most common way to provide a 
reusable execution plan, independently of 
the variables used in a query, is to use a 
stored procedure or parameterized query. 
By creating a stored procedure to execute a 
set of SQL queries, the database system 
creates a parameterized execution plan 
independently of the parameters during 
execution. The execution plan generated 
will be reusable only if SQL Server does 
not have to recompile individual 
statements from stored procedure each 
time it is executed (e.g. sequences of 
dynamic SQL). Rebuilding frequent query 
execution causes time increases. 
Optimizing stored procedures methods: 
- Whenever possible it is recommended 

to use stored procedures instead of ad-
hoc queries. In order to reuse the 
execution plan of an ad hoc SQL query 
you have to match exactly and must 
fully qualify each object meant. If in 
future use the query, everything is 
different: the parameters, name objects, 
key elements of SET, the plan will not 
be reused. A good solution that avoids 
the limitations of ad-hoc queries is to 
use the system stored procedure 

sys.sp_executesql. This is somewhere 
between rigid stored procedures and ad 
hoc Transact-SQL queries, allowing to 
run ad-hoc queries with replaced 
parameters. This facilitates reuse of ad-
hoc execution plans without the need 
for precise consistency; 

- For a small portion of a stored 
procedure the query plan must be 
rebuilt at every execution (e.g. due to 
data changes that doesn’t make the 
optimal plan), but we do not want the 
overload associated with rebuilding 
plan for the entire procedure each time, 
that portion it should be moved in a 
stand-alone procedure. This allows 
reconstruction of its execution plan 
every time a run, but without affecting 
the procedure longer. If this is not 
possible, try using EXEC() to call the 
suspect code in the main procedure. 
Because this subroutine it is 
dynamically built we can generate a 
new execution plan at every execution, 
without affecting the whole stored 
procedure query plan; 

- When possible, it is better to use output 
parameters of stored procedures instead 
of set results. If you need to return the 
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result of a calculation or to locate a 
single value in a table, it is preferable 
to return the output parameter of a 
stored procedure instead of a set result 
with a single line. Even if you return 
multiple columns, output parameters of 
stored procedures are more effective 
than complete set results; 

- When you need to return a set of lines 
from a stored procedure to another, it is 
better to use output parameters of the 
cursor instead of set results. This 
technique is considerably more flexible 
and allows the second procedure to run 
more quickly since it doesn’t work as 
set results. Then the caller can process 
the rows returned by the cursor as 
desired; 

- It is recommended to minimize the 
number of network packets between 
the client and server. A very effective 
way to achieve this goal is to disable 
DONE_IN_PROC messages. You can 
disable it at the procedure level with 
the SET NOCOUNT command or at 
the server level with tracking indicator 
3640. Doing so may lead to huge 
differences in performance, especially 
when relatively slow networks are used 
such as WAN networks. When you 
choose not to use the tracking indicator 
3640, SET NOCOUNT ON should be 
used at the beginning of any stored 
procedures that you write; 

- When adjusting query use 
PROCCACHE DBCC command to list 
information about cache memory 
reserved for the procedure. Also use 
the DBCC FREEPROCCACHE 
command to clear the memory cache so 
that multiple executions of a given 
procedure not alter test results. DBCC 
FLUSHPROCINDB used to force the 
creation of new execution plans for 
basic procedures. 

 

Conclusions 
Performance optimization is an ongoing 
process. This process requires continuous 
monitoring and improving database 
performance. The purpose of this paper is 
to provide a list of SQL scenarios to serve 
as a quick and easy reference guide during 
the development phase and maintenance of 
the database. Transact-SQL language 
provides a wide range of techniques for 
updating query. On the top of the list are 
found correct database design, adding 
indexes and query interrogations. 
Performance optimization is a complex 
subject, which certainly could fill many 
books. The secret to success is knowing 
the instruments mentioned above in 
relation to the available space, knowing 
how the server works and the own the 
required skills to solve problems using this 
knowledge. 
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NoSQL databases were built in the need to deal with the increasing amount of complex data 
(Big Data), required in real-time web applications, and are mostly addressing some of these 
points: the focus on availability over consistency, horizontally scalable, distributed 
architecture, and open-source. The purpose of this paper is to present the reasons for a 
transition from RDBMS to NoSQL databases, to describe the main characteristics of non-
relational databases and to compare and analyze three popular NoSQL solutions – 
Cassandra, MongoDB and CouchBase, outlining the results obtained during performance 
comparison tests. Each solution is optimized for different workloads and different use cases. 
Therefore, each has its own strong points and weaknesses. 
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Introduction 
Interactive software (wherein a user 
can offer input and receive output in 

real time) has changed fundamentally 
throughout the last 40 years. The online 
systems of the ’70 have evolved through a 
series of intermediary stages, into the 
"web-" and mobile applications we see 
today. These systems solve new problems 
for potential user populations that are far 
larger and they are being executed using a 
computational infrastructure that has 
suffered major changes especially 
throughout the last few years. 
The architecture of these software systems 
has transformed as well. A modern web 
application can support millions of users 
simultaneously by spreading the load into a 
collection of application servers, managed 
by a load distribution system. Modifying 
the behavior of applications can be done 
progressively, without first creating 
“downtime” periods, by progressively 
updating the software on the individual 
servers that make up the system. Adjusting 
the load capacity of applications is easy to 
do by changing the number of available 
application servers. 

In spite of this, the database technologies 
being used have mostly failed to keep up. 
The technology of relational databases, 
invented in 1970 is still widely in use 
today, even though it has only been 
optimized for the user types and 
infrastructure of that era. While a number 
of hacks and additions (e.g. distributed 
caching and data denormalization) have 
extended the life of these technologies, 
these tactics eliminate the key benefits of 
the relational model, and contribute to the 
growing complexity and expansion of the 
system. 
Google, Amazon, Facebook and LinkedIn 
have been among the first companies to 
discover the serious limitations of the 
technologies behind relational databases as 
far as the demands of newer applications 
are concerned. Because commercial 
alternatives did not yet exist, they invented 
new approaches to manage their data. 
Their pioneer work generated a major 
interest, because an ever increasing 
number of companies was facing similar 
challenges. Within a short time-period 
open-source database projects emerged, to 
which the big companies flocked. 
 

1
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The premises to developing NoSQL: Big 
Data, Big Users and Cloud Computing 
Big Users. Not long ago, 1000 users/day 
was a lot for many applications and 10.000 
represented an extreme case. Nowadays, 
most applications are cloud based and are 
available all over the internet, so they need 
to be able to accommodate users 24h/day, 
365 days/year. Worldwide, more than 2 
billion people are connected to the internet 
and the time they spend online is rising day 
by day, creating an explosion in the 

number of concurrent users. At this time it 
is not unusual for an application to have 
millions of users in one day. 
Big Data. Data has become easier to 
collect and access through intermediaries 
like Facebook, D&B and others. Personal 
data, spatial data, user generated content, 
log-in details are just a few examples. It is 
no surprise that developers place more 
weight on using this data both for 
improving the current applications as well 
as improving new ones. 

 
Fig. 1. Big Data: About 80% of the data generated now is unstructured or semi-structured.  

The total amount of data is growing very fast.[14] 
 

Cloud Computing. Not long ago, most 
consumers and many business applications 
were single-user applications which 
worked on a personal computer. 
Applications with a large volume of data, 
multiple users used a 2-level client-server 
application which ran behind the firewall 
and allowed a limited number of users. 
Nowadays, most new applications (be they 
consumer or enterprise grade) use an 
internet architecture with 3 layers, run on a 
public or private cloud and allow for a 
higher number of users. With this change 
of application architecture, new business 
models such as software as a service and 
advertising based models have become 
more wide-spread. [1]. 
These three aspects, highlighted earlier 
have led to the inevitable adoption of a 
different database technology which 
should keep up with the dynamics of 
interactive applications 

 
2. Shifting from relational to NoSQL – 

a brief comparison 
Scaling model - Relational databases are a 
technology that scales vertically – to add 
capacity (data storage or I/O capacity) we 
need a bigger server. The modern approach 
to application architecture is to scale 
horizontally, rather than vertically [2]. 
Instead of buying a bigger server, we use 
many commodity servers, virtual machines 
or cloud instances behind a load balancer. 
In reverse, system capacity can be easily 
reduced when no longer needed. While 
scaling horizontally is already common at 
the application logic tier, the database tier 
is just starting to use this approach. 
Data model - The deployment benefits of 
NoSQL technology for scaling horizontally 
frequently get the most attention, but 
equally important are the benefits granted 
by a schema-less approach to data 
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management. With a relational database, 
we must define a schema before adding 
records to the database. Each record added 
to the database must strictly comply to this 
schema and its fixed column names and 
data types [2]. Bringing changes to the 
database schema is difficult, especially 
when it is a partitioned relational database 
that spreads across multiple servers. 

If our data capture and management 
requirements are constantly evolving, a 
rigid schema quickly becomes an obstacle 
to change. NoSQL databases (whether it is 
a key-value implementation, document-
oriented, column-oriented or otherwise) 
scale horizontally, and they don’t require 
schema definition before inserting data nor 
changing the schema when data collection 
and management needs evolve [9].

 

 
Fig. 2. Comparition relational - NoSQL 

 
Relational data model – Besides the need 
to review the schema every time the data 
that we want to collect change, this model 
is characterized by the database 

normalization process, by which large 
tables are decomposed into smaller tables 
linked together. See the figure below: 

 

  
Fig. 3. Relational data model 

 
In the above example, the database is used 
to store information into an error log. Each 
error record (row in Table 1) is composed 

of an error code (ERR), the time it took 
place (TIMP) and the datacenter (CD) in 
which it happened. Instead of repeating all 
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the information about the datacenter 
(phone, location), each error record will 
point to one row in the Data Centers Table 
(Table 2) containing the location of the 
datacenter (LOC) and the telephone 
number (NUM). 
In the relational model, records are 
“spread” across multiple tables with certain 
attributes shared by several records 
(multiple error records contain the same 
data center information). The advantage is 
that there is less duplicated data in the 
database. The disadvantage is that a change 
to a single record can mean locking down 
multiple tables simultaneously, to ensure 
that the change doesn’t leave the database 
in an inconsistent state. In a relational 
database, transactions can be complex, as 
the data, even of a single record, is spread 
about. This complex network of references 
between data items makes it very hard to 
distribute relational data across several 
servers and can lead to performance issues 
both when reading and when writing data. 
Back when storage capacity was expensive 
and scarce, these compromises were 
justified. But in the last 40 years the prices 
of data storage units plummeted [11], and 
for many this compromise doesn’t make 
sense any more. The use of more storage 
space in exchange for increased application 
performance and the ability to easily 
distribute the workload across multiple 
machines is now the best choice in many 
situations. 
Regarding the Document data model, the 
use of the term "document" can cause 
some confusion. We need to clarify that 
such a database, has nothing to do with 
"documents" in the classic sense of the 
word. It doesn’t mean articles, letters or 
books. Instead, in this case, a document 
refers to a data record that self-describes 
the data elements that it contains. 
Documents such as XML, HTML or JSON 
are examples of “documents” in this 
context. By using JSON [8] as the 
document format, the records of the error 
log shown earlier, would be: 
 

{ 

"ID ": 1, 

"ERR": "Memorieinsuficienta ", 

"TIMP": “2014-03-16T23:59:58.75 ", 

"CD": "BUC", 

"TEL": "021.12.34.56 " 
} 
{ 

"ID ": 2, 

"ERR": "Eroare ECC ", 

"TIMP": "2014-03-16T23:59:59.00 ", 

"CD": "BUC", 

"TEL": "021.12.34.56 " 
} 

 
As we can see, the data is denormalized. 
Each record contains a complete set of 
information on the error without external 
reference. The records are self-contained. 
This makes it very easy to move the entire 
record to another server – all the 
information simply comes along with it. 
There is no concern that some parts of the 
record from other tables will be omitted. 
And because only the independent record 
(document) must to be updated when 
changes are made (instead of changing 
entries in many tables simultaneously), 
consistency at the record level is easier to 
accomplish [12]. Also data reading 
performance is increased. 
However, complete denormalization of 
data is not required in a document-oriented 
database, as we will discuss in the next 
chapter. In fact, in the previous example, 
maintaining documents representing each 
datacenter and simply referencing those 
from each error record would probably be 
the correct decision. This separation would 
eliminate duplication and allow quick 
changes to information shared across 
multiple records (for example, if the phone 
number for the datacenter changed, there 
would be no need to go update all of its 
instances from the error log).  
That said, data modeling decisions are 
dependent on the use case and future 
system changes. 
 
Document-oriented modeling basics 
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Although it takes time for us to unlearn 
habits, by understanding alternatives we 
will be able to make more efficient use of 
your trusted knowledge as well. Finally, 
the instrument most suitable for a given 
task is the one that gives us the least 
headache. The more tools we know, wiser 
the choice we’ll make. 
 
Models 
In an application, the data-containing 
objects are a central concept – being the 
model layer in the Model-View-Controller 
architecture (MVC) [13]. These are the 
documents that store our data and let us 
manipulate it. If a blog contains posts and 
comments, these will be implemented by 
two different models. Ideally, there should 
be a separate document for each post and 
each comment. 
When we look at an existing application, 
we must stop at the Object-Relational 
Mapping (ORM) layer. Instead of dividing 
our models up into tables and rows, we 
transform them into JSON documents. 
Each document will receive a unique ID by 
which we’ll be able to find later. 
The primary Keys - in the world of 
NoSQL, the document ID is the one and 
only key of a document. These IDs can be 
seen as equivalent to a primary key in a 
relational database [9].   
Some NoSQL database systems sort the 
documents by ID. Data with nearby IDs 
can be accessed more efficiently than IDs 
scattered in several places. Retention of 
data that is accessed at the same time, in 
the same place makes application faster. 
Search by ID, being extremely fast, is the 
strength of this approach, and by using 
clever IDs we can ease our work very 
much. An example would be the use of 
prefixes to group our documents (user: 
component.example:xyz123).  
 
Multiple occurrences and editability 
Suppose we have a piece of data that 
shows up all over the application but we 
still want to be able to edit that data. For 
example, the title of a photo on flickr. The 

photo can show up in the photo stream, in 
sets, collections, groups on our flickr main 
page and in many other places. 
Normally, a photo’s title is shown with the 
photo. We could create a document for 
each instance of the photo in each of the 
locations. But then, if we change the title 
of the picture, we need to update a lot of 
documents. 
If we know this is a finite number (no more 
than 10-100 e.g.) and the renaming doesn’t 
have to happen at the same in all places 
(which means that an asynchronous 
background task could do the renaming), 
using separate documents for each instance 
can work fine. 
However, in case the number of copies 
isn’t finite and could potentially lead us to 
update thousands of documents that 
approach probably won’t work. Instead, we 
would wish to store the title and perhaps 
other identifying data in a single “photo 
information” document and create a 
separate “photo placement” document for 
each location where the photo appears 
(these “photo placement” documents 
would each point to the photo’s 
information document). Now when we 
display a photo we will make two lookups: 
one for the document containing the 
placement and another for the document 
containing the photo information. If we 
want to edit the title of a photo, we just edit 
the document containing the photo 
information and the changes will take 
effect everywhere on our site. 
With the technique of “view collation”, we 
can use a single query to return all the data 
we need. With views, we can keep a single 
canonical source for a sequence of data 
that is displayed in many different places. 
In the world of relational database systems 
we are taught to normalize the data as 
much as we can; but in the NoSQL world 
we are taught to denormalize as much as 
possible. In both cases, the truth is 
somewhere in the middle. 
 
Concurrent access  
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Getting back to the blog example. There 
are several authors, perhaps an editor, and 
each of them is working at a single article 
at any given time. Usually two people 
don’t work on the same article. If we have 
data that we know is only edited by only 
one person at any given time, it’s a good 
idea to store the data into a single 
document. 
Comments on the other hand, are different. 
More people can write comments and they 
can do so simultaneously and 
independently. Once the post is published 
comments can be added immediately. To 
avoid write interlocking – in other words, 
concurrent writes happening to the same 
document – we can store comments in 
separate documents [10], ensuring that 
only one author is editing a single 
document at any given time. 
To avoid serializing and locking each 
comment author out, or accidentally 
overwriting any data, just store the posts 
ID with the comment to be able to fetch 
them back in one request for displaying. 
(Note: document-oriented databases won’t 
allow overwriting data, but will need more 
complex code to handle that case, so it’s 
best to avoid this scenario, if possible.) 
 
3. Cassandra, MongoDB and 

Couchbase – comparative aspects 
The NoSQL databases have become a 
good alternative to BDR, especially for the 
applications that has to read and write 
quickly an enormous data quantity. They 
offer high efficiency, low response times, 
and horizontal scaling. In any case, with so 
many options available, choosing a 
NoSQL database can be complicated [3]. 
In what follows, we outline an overview of 
three of NoSQL databases on the market. 
Cassandra is a distributed columnar key-
value database that uses the eventual 
consistency model. Cassandra is optimized 
for write operations and has no central 
node: data can be read from or written to 
any node in a cluster. It provides a 
continuous horizontal scalability and has 
no single point of failure: if a node in a 

cluster fails, then another node comes and 
replaces it[4]. At this point, Cassandra is 
an Apache 2.0 licensed project, supported 
by the Apache community. 
MongoDB is a NoSQL database, 
document-oriented, schema-free, which 
stores data in BSON format. A document 
based on a JSON, BSON is a binary format 
that allows quick and easy integration of 
data with certain types of applications. 
MongoDB also provides horizontal 
scalability and has no single point of 
failure. A MongoDB cluster is different 
from a Cassandra cluster or CouchBase 
cluster, because it includes an arbiter, a 
master node and multiple slave nodes [5]. 
Since 2009, MongoDB is an open source 
project with AGPL license held by the 
10gen.company. 
Couchbase is a NoSQL database, open 
source, document-oriented, designed for 
interactive web applications and mobile 
applications. Couchbase Server documents 
of are stored as JSON. With integrated 
caching, Couchbase offers low latency 
read and write operations, providing 
linearly scalable throughput. Architecture 
has no single point of failure. The cluster is 
easy to be scaled horizontally and live-
cluster topology changes are supported. 
This means that there is no application 
downtime when updating the database, the 
software or the hardware using rolling 
upgrades. Couchbase Inc. develops and 
provides commercial support for the 
Couchbase open source project that is 
Apache 2.0 licensed. 
 
Key criteria for choosing a NoSQL 
database 
When choosing the right NoSQL database 
for interactive applications, these issues are 
key selection criteria that should be 
followed and analyzed [6]: 

Scalability. It is difficult to predict when 
an application needs to scale, but when site 
traffic suddenly increases and the database 
does not have enough capacity, rapid 
scaling is needed, upon request and 
without changes in the application. 
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Similarly, when the system is idle, it 
should be possible to reduce the amount of 
resources used. Scaling the database 
should be a simple operation: we should 
not hit the complicated procedures or to 
make any change to the application.  
Horizontal scalability of NoSQL database 
involves dividing the system into smaller 
structural components hosted on different 
physical machines (or machine groups) and 
/ or increasing the number of servers that 
perform the same function in parallel. The 
following table summarizes the scalability 
aspects of the three databases analyzed. 
a) Cassandra 
Meets the requirements of a system with 
ideal horizontal scalability: 
• The cluster automatically uses new 
resources; 
• A node can be removed using an 
automatic or semi-automatic operation. 
b) MongoDB 
It has a number of functions related to 
scalability:  
• Automatic sharding: auto-partitioning of 
data across servers; 
• Read and write partitions: shards; 
• Reads can be distributed over replicated 
servers; 
• The cluster size can be reduced only by 
hand when the system is idle; 
•The administrator uses the Administration 
Console to change the system 
configuration. Thereafter, the MongoDB 
server process can be stopped safely on the 
inactive machines. 
c) Couchbase 
It scales horizontally, too: 
• All the nodes are identical and easy to 
install; 
• Nodes can be added or removed from the 
cluster, with a single click and without 
changing the application; 
• Sharding your data automatically evenly 
distributes data across all nodes in the 
cluster; 
• Cross replication between data centers 
make it possible to scale a cluster from 
data centers for better data localization and 
faster access to them. 

 
Performance. Interactive applications 
require very little reading and writing 
latency. The database should provide 
consistently low latency regardless of task 
or data size. In general, reading and writing 
latency of NoSQL databases is very low, 
because the data is shared between all 
nodes in a cluster, while the application's 
working set is in memory. 
 
Availability. Interactive Web applications 
require a highly available database. If the 
application is offline, the business is losing 
money. To ensure high availability, the 
solution must do online upgrades to easily 
remove a node for maintenance, without 
affecting the availability of cluster to 
handle online operations, like as backups, 
and offer solutions for disaster recovery, if 
the entire datacenter crashes. 
The paragraphs below show how 
availability is shaped in Couchbase, 
Cassandra and MongoDB: 
a) Cassandra 
• Each node in a cluster is given a data set 
that it is responsible for; 
• If Cassandra has to process a write 
operation designated to be stored in a node 
that has failed, it will automatically 
redirect the write request to another node, 
which saves the write operation with a clue 
- a message that contains information 
about the node that failed; 
• The node that holds the clue monitors the 
cluster to recover the failed node writing 
request. If the node is reconnected, the 
node holding the token will resend the 
message to it, so writing requests to be in 
their proper places; 
• When a new node is added to the cluster, 
the workload is also distributed to it. 
b) MongoDB 
• Here, data is divided into several replica 
sets (shards);  
• Usually, each of these consists of 
multiple Mongo Daemon instances, 
including an arbiter node, a master node 
and several slave nodes;  



56  The transition from RDBMS to NoSQL. 
  A comparative analysis of three popular non-relational solutions: Cassandra, MongoDB and Couchbase 

 

• If a secondary node fails, the master node 
automatically redistributes the workload on 
the remaining slave nodes. If the primary 
node fails, the referee chooses a new 
"master"; 
• If the arbiter node fails and there are no 
remaining instances in the shard, the shard 
is considered to be dead;  
• Regarding master-slave replication, a 
replica set can span across multiple data 
centers, but writes can only go to a primary 
instance in a datacenter. 
c) Couchbase 
• It maintains multiple copies -up to three 
lines- for each document in a cluster;  
• Each server is identical and serves active 
documents and replicated. Data are evenly 
distributed across all nodes and clients are 
aware of the topology; 
• If a cluster node fails, Couchbase Server 
detects the failure and directs replica 
documents to other currently active nodes. 
As to reflect the new topology, cluster map 
is updated, and the application continues to 
run without interruption; 
• When adding capacity, the data is 
automatically rebalanced, also without any 
interruption. 
 
Ease of development. Relational databases 
require a rigid scheme and, if you want to 
change the application, you must change 
the database schema, too. Regarding this, 
all three NoSQL databases have the 
following advantages: 
• Flexible schema - when you want to add 
new attributes to a document, you do not 
have to modify any of the existing 
structural elements. Old and new 
documents can coexist without further 
changes; 
• Simple query language - because data in 
a NoSQL document is stored in a 
denormalized state, you can make queries 
and updates using put and get operations. 
 
Performance. Interactive applications 
must support millions of simultaneous 

users and manage different workloads - 
read, write, or mixed. Below, we present 
the results of performance tests developed 
by Altoros Systems, Inc. for Couchbase, 
Cassandra and MongoDB. A scenario that 
simulates an interactive application was 
created, and with the aid of the Yahoo 
Cloud Serving Benchmark tool (YCSB-
https://github.com/brianfrankcooper/YCSB
/wiki) average latency at different levels of 
the system load was measured.  
Performance results of this analysis can be 
easily replicated. To do this, the following 
configuration may be used. The YSCB tool 
with customized connectors for this test 
can be downloaded from Github. 
 
NoSQL database test configurations  
a) Cassandra 1.1.2  
• Cassandra JVM settings: 
1. MAX_HEAP_SIZE = 6 GB (dedicated 
memory for the Java heap). 
2. HEAP_NEWSIZE = 400 MB (total 
memory for a new generation of objects). 
• Settings for Cassandra: 
1. RandomPartitioner using MD5 hashing 
to equally distribute the rows among the 
cluster. 
2. Memtable with a size of 4 GB. 
b) MongoDB  
1. Four shards, each with a replica; each 
shard is made up of two nodes, one 
primary and one secondary.  
2. Journaling disabled.  
3. Every node set to run two Mongo 
Daemon processes and four Mongo Router 
processes.  
c) Couchbase 2.0 Beta build 1723  
1. Single replication option enabled 
2. 12 GB RAM used for each node 
 
Test Results 
Figures 4 and 5 show average response 
time at different flow levels for reads, 
inserts and update operations, latency 
measured from client to server and back. 
The lower the latency values are, the 
better. 
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MongoDB processes the reading requests a 
little faster than Cassandra (Fig.4), but 
slower than Couchbase. Cassandra and 
Couchbase had better results at processing 
writes (Fig.5) compared with MongoDB. 
Cassandra uses cache key types and rows 
types, while MongoDB is based on 
memory-mapped files. Despite this 
difference, the two databases showed 
nearly equal read speeds (Fig.5). At 
writing, Cassandra had better results than 
MongoDB (Fig.5) because it firstly adds a 
data structure in memory, called 
Memtable. Then, if the configured 
threshold has been exceeded, it 
asynchronously sends data to the tables 
(SSTables) located on the disk. 
 
4. Conclusions 
Recent changes at the level of applications, 
users and infrastructure characteristics 

have determined application developers 
and system architects to seek alternatives 
to the relational data model, which is the 
standard for storing and retrieving data for 
more than 40 years. Many see technology 
in document-oriented database as a natural 
successor relational technology. 
Regarding the performance of NoSQL 
databases analyzed Couchbase had the 
lowest latencies in the scenarios created for 
interactive applications because of cache 
objects built. Grained lock level document 
provides high efficiency for both types of 
operations, writing and reading.  
Choosing a NoSQL database suitable for a 
particular application can be complicated 
because not all NoSQL solutions are the 
same. Each solution is optimized for 
different workloads and different use 
cases. Therefore, each has its own 
advantages and disadvantages.  

Fig. 4. Reads  (medium latency) [6] 

Fig. 5. Writes – insert, updates (medium latency) [6] 
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However, the most important things to 
consider when working with large volumes 
of data are: latency, efficiency, availability, 
horizontal scaling and ease of 
development. 
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Business Intelligence 
The concept of Business Intelligence 
includes, as stated in [1], a set of 

theories, methods, architectures and 
technologies, by means of which a great 
volume of primary data, most often 
historical data, is synthesized into 
information of interest such as key 
performance indicators for a company 
management. This information is presented 
in the form of reports, charts or tables. 
Quality is the most important aspect when 
we talk about a correct implementation of 
any Business intelligence solution. This 
must be present in all of the four moments 
of the implementation: source data 
standardization, data processing, data 
warehouse implementation and reporting. 
Regarding data warehousing, it has been 
noticed in time a change from relational to 
multidimensional. This change was 
necessary for the creation of dimensions as 
close to the user perspective as possible. 
Moreover, a multidimensional analysis 
offers a database much easier to consult 
and interrogate at a synthetic level, with 
less keys and administrative tables then in 
relational theory. 
The reporting requirements of the 
companies have considerably changed 
during the last years becoming more and 
more complex in search of gaining the 

competitive edge. 
The existing Business Intelligence 
solutions offer a diverse range of reports 
for company management, as described in 
[2], of which we distinguish: 
• Static Reports. These reports are 

executed on demand or periodically, 
but always with the defining of the 
data prior to the execution. 
Examples: SAP Crystal Reports, 
Cognos Report Studio. 

• Ad-hoc reports – Reports created by 
the end user, on demand, based on a 
standard template report. 
Examples: Cognos Analysis Studio. 

• Interactive and multidimensional 
OLAP Reports – These reports offer 
the end user a high level of interaction 
by means of navigation techniques and 
data selection (Drill-down, roll-up). 
Examples: Oracle Discoverer, Cognos 
PowerPlay. 

• Dashboard – Contains company 
aggregate, strategic and high-level 
data, in form of comparative and key 
performance indicators. They include 
both static and dynamic reports, charts 
and diagrams. 
Examples: Cognos Connection Portal, 
Oracle Hyperion, Microsoft SharePoint 
Server. 

• Write-back reports – These interactive 

1 
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reports are directly linked to the data 
warehouse, allowing data alteration. 
Most of the time, write-back reports 
are used for modifying and 
customizing products and clients’ 
categories, for defining scenarios and 
forecasts, or for setting target volumes 
of sales. 
Examples: Cognos Planning, SAP, 
Microsoft Access and Excel. 

Gartner Group and Forrester Research are 
two of the biggest consulting and research 
companies in IT. Periodically, they analyze 
the providers of Business Intelligence 
solutions based on relevant criteria of 
evaluation, associating them with a type of 
provider within their Magic Quadrant [3] 
(Gartner – Magic quadrants squares: 
leaders, visionaries, challengers, niche 
players) or by assigning them scorecards 
(Forrester). Consistently in their analysis, 
between the leaders of the Business 
Intelligence technology, we find the four 
suppliers that we are going to present in 
this paper: IBM Cognos, SAP, SAS and 
Oracle. 
 
2. IBM Cognos 
"Cognos Company, part of the IBM group, 
is considered a global leader on the 
Business Intelligence market solutions in 
terms of performance management (BPM 
– Business Process Management). The 
company provides world-class software 
and services for activity planning and 
company strategy. The IBM solutions of 
Business Intelligence help companies plan, 
understand and handle the financial and 
operational results. Cognos Company was 
bought by IBM in February 2008." [4] 
The main advantages are: 

• The solution uses a powerful 
engine of analysis for dynamical 
planning and forecasting, a 
capability very appreciated by 
decision makers; 

• The product allows the alignment 
of financial and operational 
objectives in one solution with a 
very short response time; 

• The product has the ability to 
reduce the planning cycle by 75% 
and the report time from several 
full days to just a few minutes; 

• It offers excellent performance for 
models and large data sets; 

• IBM Cognos offers a dynamical 
and collaborative solution for 
sustaining the company's activities 
in all analysis and planning stages. 

Many finance departments modify their 
strategy of support, performance 
management and risk management 
activities because the data validation 
process takes too long. These departments 
rely on individual solutions, which are 
entirely maintained by the IT department 
and which lack the performance and vital 
benefits to perform analysis activities on 
demand. 
IBM Cognos radically transforms the 
planning, budgeting and forecasting 
processes, by executing “What-if” 
scenarios analysis, which facilitates the 
decisions and increases their quality. 
Cognos TM1 is an analytic solution of 
planning which offers the following 
functionalities, as described in [5]: 

• It allows an on demand analysis, 
planning, predictions and reports, 
and offers a complete view of the 
company's performance, including 
from the profitability point of view; 

• It offers a various range of user 
interfaces, including Microsoft 
Excel, Apple iPad and web in order 
to cover a large range of work 
styles and personalized analysis on 
different types of activities; 

• An easy browsing of large datasets, 
which uses exploring points to 
filter results. This product offers 
users the ever-necessary possibility 
of solving individual or work 
groups’ problems. It is not a mere 
instrument of identification because 
it allows the transformation of 
information into actions in order to 
solve problems or to rapidly benefit 
from the rising opportunities, all 
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these functions being at hand on the 
desktop; 

• It includes an innovative 
environment guided by models, 
which facilitate the development 
and implementation of planning 
solutions, analysis and forecast as 
the company necessities develop. 

The features and benefits of Cognos TM1 
include: 

• A platform and a design that offer 
fast and complete answers for the 
entire company; 

• Fast development of flexible 
models, including profitability 
models; 

• Extensions to include risk analysis, 
rating matrices and reports; 

• “What-if” analysis which 
immediately is reflected in 
diagrams and reports; 

• The control belongs to the finance 
department because the final users 

can easily use this software without 
the need of technical knowledge. 

This product offers a complete solution to 
organizations for all data types and for all 
components of the life cycle of a report: 
collaborative reporting, types of reports for 
the entire company, reports that are created 
once and can be used everywhere (Figure 
1: Reporting in IBM Cognos). 
Reporting features for this product are: 

• Using a flexible model to create the 
reports, fields that can be modified 
for each object dimension; 

• A report can have many output 
format types: HTML, PDF and 
Excel; 

• The existence of reports templates 
that contain object, queries and 
standard layouts (Figure 2: 
Reporting în IBM Cognos). 

 

 
Fig. 1. Reporting in IBM Cognos 

 

 
Fig. 2. Reporting in IBM Cognos 
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3. SAP BI 
"Having over 232 000 clients in 188 
countries, SAP is the world leader in 
integrated software solutions for company 
management offering products for all 
domains. Likewise, best solutions are 
supplied for specific business processes, 
company resource planning solutions 
(ERP) which increase the productiveness 
of the entire company and Business 
Intelligence solutions which provide a 
rapid return of investment." [6] 
The main advantages are [7]: 

• SAP BI uses an intuitive 
dashboard, which allows a manager 
to have a real time overview of the 
planned demand and real demand 
of the products, organized by lead 
sources and geographical zone; 

• Text analysis, coming from the 
social media such as: Facebook, 
Twitter and other sites and Web 
blogs, allows the company to 
redefine the marketing campaigns 
having a better understanding of 
people's opinion on its products; 

• SAP BusinessObjects BI solutions 
redefine the way information is 
used by the company and offer new 
perspectives through a reliable 
Business Intelligence platform; 

• The software helps organizations 
monitor data coming from various 
sources using a complex engine of 
event processing, by identifying the 
ones which can affect the day to 
day operations. The product offers 
information in real time by means 
of reports and notifications, 
enabling the users to rapidly react 
in these situations; 

• An important benefit of this 
product is the fact that users can 
visualize a data quality rating, 
offering them a degree of reliability 
for each piece of information 
presented. Thus, a high quality is 
targeted for cases such as: 
compliance with the law. Other 
times high quality is not as 

important – for example, when a 
person wishes to find out people's 
perspective about a new product. In 
this case the decision remains to the 
end user, who will use this rating to 
make the best decisions. 

SAP Business Intelligence is a product, 
which allows companies of any type or 
magnitude to visualize a diverse set of 
information in an intuitive graphic. With 
the SAP product a large quantity of 
information becomes a real strategic 
instrument, which helps organizations in 
their decision-making processes, based on 
a complex database analysis. 
The solution was created with the purpose 
of increasing the quality of the decisions 
by implementing the following 
functionalities, as listed in [7]: 

• The use of data warehouses for 
storing the report and analysis 
information and tools; 

• The solution is addressed to all 
employees from all of the 
organization levels, helping them 
making fundamental decisions 
based on the provided information; 

• SAP Business Intelligence assures 
the complete integration with all 
the other SAP components, which 
is very useful if one wants to 
extend the capabilities of Business 
Intelligence towards systems like 
CRM or ERP; 

• This product is able to adapt to the 
changing demands of the 
contemporary society because it 
includes instruments through which 
the application content can be 
extended or integrated with other 
analysis and reporting instruments 
coming from third party providers; 

• Another useful feature is the fact 
that the user can customize their 
interface and the access mode, as 
long as the security policies are 
followed. 

The Business Intelligence solutions 
provided by SAP include data mining and 
predictive analysis algorithms, with the 
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data used for analysis exploring business 
scenarios from the past and present with 
the purpose of identifying the trends and 
outliers in order to predict future behavior. 
SAP BusinessObjects Dashboard Software 
is a drag-and-drop instrument of 
visualization designed to interactively 
present strong dashboards, personalized 
with live connections to any data source. 
These dashboards can be shared with all 
business users involved in the decision-
making process, so that they can easily 
agree upon the necessary measures. 
This BI solution allows users to explore a 

large quantity of miscellaneous 
heterogeneous information in a very short 
time. Users can use common keywords 
words to find information stored in the 
data sources enabling them to explore the 
data in a direct way, without needing 
supplementary information regarding 
existing reports or data structure. 
The functionality of reporting allows the 
exploring, visualization and supplying of 
reports using company applications or the 
web. This is ideal when questions are 
preset and each reply structure is known in 
advance. (Figure 3: Reporting in SAP).

 

 
Fig. 3. Reporting in SAP 

 
4. SAS 
"SAS is the leader in software and services 
for business logic analysis, and the largest 
independent vendor in the Business 
Intelligence market. Through innovative 
solutions delivered within an integrated 
framework, SAS helps customers from 
more than 60,000 locations to improve 
performance and deliver value by making 
faster and better decisions." [8] 
The Business Intelligence solution from 
SAS provides complete end-to-end 
technology and also for data access and 
data quality. This ensures the fact that 
large volumes of raw data are processed 
into accurate reporting and analysis 

information. 
For many users the most common tool of 
this product will be the SAS reports. These 
are dynamic views of a map of 
information, which can be displayed as a 
table, a chart, or a report (Figure 4: 
Reporting in SAS). 
The main requirement of the companies is 
to perform an analysis of the problems, 
basic testing and the modeling of the 
results. SAS Enterprise BI Server product 
provides many tools for financial analysis, 
forecasting and statistical analysis, which 
is critical to solving problems and to allow 
the company to be more competitive. 
The main advantages, as described in [9] 
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are: 
• One of the main benefits which 

SAS Enterprise BI Server offers is 
that it allows the IT department to 
focus on other important tasks 
while still remaining part of the 
business by controlling the 
implementation, maintenance and 
security of BI platform. However, 
all employees can work on the 
platform for analysis and 
operational reports; 

• Another advantage is that the 
product addresses a very broad area 
of fields, with the ability to store 
data and reports in one location. 
Also, an important benefit is that 
the product can work with other 
applications, such as Microsoft 
Office. Users can export their 
analysis and reports to Word, 
Excel, PowerPoint and Outlook; 

• SAS Enterprise BI Server has a 
web portal that provides the 
functionality "point- and-click" 
which enables users to manipulate 

the layout and contents of the 
interface. It is also possible to 
transport data to the dashboard;  

• Enterprise BI Server also has 
viewing functionality, which allows 
users to observe the analytical 
results that cannot be shown in a 
typical chart. Analytical results are 
displayed in a more interactive 
way, such as tables with bubbles, 
and even 3D videos containing data 
presentations; 

• Another important feature is the 
Web-based reporting and 
distribution. Web-based reports 
have predefined layouts and custom 
templates and users can build and 
manage reports from multiple data 
sources. Reports can then be 
exported to PDF or Excel. 

 

 
Fig. 4. Reporting in SAS 

 
The features and benefits of SAS include: 

• OLAP (On - Line Analytical 
Processing) refers to how business 
users can access the data using 

sophisticated tools, which allow 
navigation between different 
dimensions and hierarchies, such as 
"time" or "location"; 
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• Query and reporting - the 
possibility of receiving answers to 
questions about the data that were 
not available before. This generates 
reports, which respond to these 
questions and can be saved for 
future viewing; 

• Advanced Analysis - sometimes 
referred to as data mining or 
predictive analytics and 
forecasting, it uses statistical 
analysis techniques to predict 
trends; 

• Collaborative BI - refers to the 
concept of taking data structured 
analysis and reports that have 
unstructured content (such as 
comments, discussions, 
accessories) so that data can be 
enhanced with additional content; 

• Corporate Performance 
Management (portals, scorecards, 
dashboards) usually provides a 
container for several pieces that 
connect in such a way that the 
aggregate is presented as a story; 

• BI in real time - enables real-time 
distribution of reports via e- mail, 
messaging systems and interactive 
displays. 

 
5. Oracle BI 
The appearance of Oracle Business 
Intelligence came naturally, due to the 
company's great history in database 
technologies and powerful software 
solutions.  
Therefore, Oracle had a solid basis for 
creating both standard and interactive 
reports, which synthesize great volumes of 
data, meeting the user's needs. 
An important aspect in which Oracle has a 
different approach from the other providers 
is the use of the E-LT architecture for data 
integration, rather than ETL. [10] This 
involves uploading data immediately after 
extraction, with the transformation being 
done in the destination database. This 
architecture removes the need of the 
middle-tier server used for ETL 

processing. 
The main advantages of Oracle Business 
Intelligence, as described in [11], are: 

• It eliminates redundant costs by 
standardizing a single platform for 
Business Intelligence; 

• It provides a common infrastructure 
for creating reports, dashboards, 
ad-hoc analysis and OLAP 
analysis. The latter has a high 
degree of interactivity; 

• It offers the users the opportunity to 
create their own reports and queries 
without the assistance of the IT 
department; 

• Rapid highlighting of trends in very 
large data sets; 

• Provides flexibility and scalability 
for the business solutions as the 
company implementing BI solution 
expands. 

The features and benefits of Oracle BI 
include: 

• The multidimensional analysis of 
data using the OLAP server enables 
users to create "what -if" scenarios 
used to predict business 
performance levels for different 
conditions; 

• Scores and the management of the 
companies’ strategies can be 
highlighted for each level of the 
organization and may be linked to 
key performance indicators so that 
performance can be measured, 
monitored and managed; 

• Interactive dashboards are available 
in a Web interface for an instant 
view of metrics and important 
reports; 

• The possibility of using a standard 
Business Intelligence solution, pre-
configured by choosing the basic 
components; 

• Users can quickly run their queries, 
and then analyze, visualize and 
share their results; 

• Information is available through a 
variety of manners including: web-
based dashboards, search bars, 
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ERP, CRM applications, mobile 
devices and Microsoft Office 
applications. 

Oracle offers a wide range of software 
products for Business Intelligence. Oracle 
Business Intelligence Standard Edition 
One is a product for mid-sized companies 
in course of development. The most 

advanced features offered by it are the 
interactive dashboards. Oracle Essbase is 
the product that provides the ability to 
predict future behaviors by running “what -
if" analysis. (Figure 5: Reporting in 
Oracle). 
 

 
Fig. 5. Reporting in Oracle 

 
6. Comparative Analysis 
 

Table 1. Comparative Analysis 
Criteria IBM Cognos SAP Business 

Intelligence 
Solution 

SAS Enterprise 
BI Server 

Oracle BI 

Type of 
companies that 
the product 
addresses 

Medium sized All types of 
companies 

Medium and large 
companies 

Medium and large 
companies 

Type of 
application 

Divided into 
various tools: 
Analysis studio, 
Query Studio, 
Report Studio 

Applications 
integrated into 
one package 

 
Web application 
with portal access 

Integrated 
application 

Interface Separately 
structured 
interfaces 

Integrated 
dashboards 

Web application 
with integrated 
dashboards 

Web applications, 
ERP and CRM 
applications, 
mobile devices, 
Microsoft Office 
applications 
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Customization Customizations 
can be made by 
the final user 

Customizations 
can be made only 
by the IT staff 

“Point-and-click” 
capability for the 
final users to 
manipulate the 
interface 

Customizations can 
be made  both by 
IT staff and final 
users 

Navigation Easy navigation 
between reports 

Navigations 
between reports is 
time consuming 

Easy navigation 
between reports 

Easy navigation 
between menu 
items and reports 

Intuitive  Yes Yes Yes Yes 
Tools used for 
analysis 

Analysis studio 
and Query Studio 

Desktop 
Intelligence-
OLAP 
Intelligence 

OLAP analysis 
capabilities 

OLAP analytics, 
Mobile BI, 
Enterprise reporting 

Integration with 
Microsoft Office 

Yes Yes Yes Yes 

 
In terms of cost, there are three issues to be 
discussed: the cost of licenses, the cost of 
implementation and the maintenance cost. 
If the latter two do not show significant 
variations for the four suppliers, regarding 
licensing costs there are major differences. 
An IBM Cognos or SAS license can cost 
significantly more than an Oracle or SAP 
license. [12] 
SAS shows the greatest benefits in the 
process of data loading. Firstly, the product 
occupies an important position in the 
market of ETL technology, which enables 
data mapping and cleaning methodologies. 
Moreover, SAS Data Access has a wide 
range of connectors for each type of 
database, storage container or file system. 
SAS Data Access connects to popular 
applications such as Siebel, PeopleSoft, 
Oracle, Baan and SAP. 
As well as BusinessObjects and Cognos, 
SAS Metadata provides powerful metadata 
services that simplify not only the ETL 
mappings but also data formatting 
throughout the organization. These 
metadata services are crucial in making 
data easily and reliably identified to users 
who prefer ad-hoc analysis. 
SAS can have a cost disadvantage 
compared to Oracle or IBM, but it 
compensates by reducing operational costs 
and risks. These benefits also include 
flexibility and an easy manner of changing 
the architecture of BI systems and data 
interoperability as well. 

7. Conclusions 
Medium companies from a wide range of 
industries are using IBM Cognos software 
to manage costs, make a profit and to 
encourage development. This integrated 
solution for planning and Business 
Intelligence helps companies with the 
specific capabilities that they need - 
reporting, analysis and planning. A feature 
of the product is that in can be extended as 
the company grows. 
The product offered by SAP addresses all 
types of companies, all kind of managers 
and analysts who actively participate in the 
decision-making process, regardless of 
their technical knowledge. They will make 
decisions based on facts within the 
organization, relying on the business 
intelligence solution as they can easily 
access relevant information whenever they 
need in order to better understand how 
business works. By using such an 
instrument the decision makers will be able 
to act quickly and confidently to get the 
expected results. 
The BI model proposed by SAS Institute 
focuses on analysis and reporting tools 
within SAS platform, which provides a 
complex processing of the data, 
information analysis and interactive 
reports. The application allows analysis 
based on a multitude of variables and 
dimensions, which can be set by the user 
himself. 
Oracle offers a complete package of 
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Business Intelligence solutions in an 
integrated and unified architecture. Reports 
can include a high-level of interactivity 
and are available on a wide range of 
applications. Oracle's solutions meet the 
needs of all types of companies (from 
medium size to large ones) that may have 
problems that require complex analysis 
and reporting. 
To conclude with, the Business 
Intelligence solutions belonging to four of 
the largest companies presented in this 
paper are solid solutions and the decision 
of implementing one of them is based on 
the organization’s needs and business 
development strategies. 
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