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Analytics is the future of big data because only transforming data into information gives them value and can turn data in business in competitive advantage. Large data volumes, their variety and the increasing speed their growth, stretch the boundaries of traditional data warehouses and ETL tools. This paper investigates the benefits of Big Data technology and main methods of analysis that can be applied to the particular case of fraud detection in public health insurance system in Romania.
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1 Introduction

Health budgets are a common target of fraudulent practices. Due to the complicated nature of medical processes, frauds have always found a favorable environment in the health insurance system.

Since fraud is on, the increase holistic fraud prevention is required. According to the well know market research organization Gartner [9]: “Security and fraud risk exposure is increasing as organizations are threatened at multiple points of vulnerability. Companies are re-evaluating how they tackle security since a fragmented approach is consistently leaving organizations at greater risk of attack. A more holistic approach to security ensures all layers of protection function together”.

Electronic health cards with smart chips have been implemented in order to fight fraud in health insurance. The use of eHealth cards has been generating a huge amount of data that needs to be processed. The conventional database technologies are not suitable for performing this type of analysis due to their inner limitations. The new big data technologies are yet to be understood and the benefits they provide in fighting fraud need to be investigated.

By performing big data analysis, common repetitive errors that are "hidden" inside huge repositories of data can be identified and corrected. Such errors would go undetected in the absence of big data technologies because the human brain is not capable to correlate the huge quantities of data available in the medical sector.

In order to prevent insurance fraud, big data analytics should use the following technologies: business rules, anomaly detection, text mining, database searches and social network analysis. These technologies will be approached during the following sections.

2. Big data technology - advantages and challenges

The subject of big data is of major interest to the scientific community as the size of the databases has been growing beyond the limits of current technologies. As indicated in the bibliography section, there is consistent research of big data technologies with applications into the health sector.

There are currently many research initiatives for developing big data technologies. Some of these initiatives are funded by private companies such as IBM, ORACLE, SAS and Microsoft. Other initiatives are funded by public bodies and/or the open source community. A notable technology open source is Hadoop which is often integrated with commercial technologies.

However, the applications of such technologies are still to be developed as they
are highly dependent on each sector of activity and on each geographical area. Although massive data amounts were produced during the last two years, the term “big data” was present in the research literature starting with 1970s, but it has seen an explosion of publications since 2008 [3]. Wikipedia defines big data as “a collection of data sets so large and complex that it becomes difficult to process using on-hand database management tools or traditional data processing applications” [12].

The industry standard definition of Big Data projects it along four dimensions: volume, velocity, variety and veracity [17].

**Volume dimension** refers to the huge data volume produced or manipulated by a company that must be further manipulated in order to get useful information.

**Velocity dimension** refers to speed of data processing, as some activities need real-time responses. Distributed and parallel processing algorithms become very important for this reason. During the fraud detection process it is very important to analyze day-by-day big data flows, millions of detailed record that must be scrutinized to get a behavior pattern identification.

**Variety dimension** refers to various types of data that are manipulated by a company, both structured and unstructured (text, audio, video, click streams, log files, sensor data etc.).

**Veracity dimension** refers to the information level of trust granted by the business decision factors.

More than that, when working with big data, the meaning of each event can be interpreted only in relationship with preceding events. So, we have streams of data that must be analyzed all together, like a sequence, so the traditional analytic methods work poorly on these cases. Traditional analytic tools approach data at entity level, as each entity provides useful information. The shift to detailed stream data changes the needs and requires for complex ETL tools.

First used by Internet giants like Yahoo, Ebay or Facebook, Apache Hadoop is the most popular big data platform. Hadoop is an open source platform for processing big data that uses distributed processing across clusters of servers. It has become the “de facto” standard for storing, processing and analyzing huge amounts of data.

Hadoop is a Java based framework and uses simple parallel programming models using clusters of inexpensive servers that locally store and process huge volumes of data. The result is a fundamental decrease of data storage cost. The analysts are free to write code in almost any contemporary language using the streaming APIs available in Hadoop.

The platform offers a high level of scalability as processing requirements are distributed on thousands of machines and its software is designed to detect and solve failures at application level. This way, its clusters are very resilient.

Core Hadoop has two main systems:

- **Hadoop Distributed File System (HDFS):** self-healing high-bandwidth clustered storage.
- **MapReduce:** distributed fault-tolerant resource management and scheduling coupled with a scalable data programming abstraction.

In the beginning (2008), Hadoop had significantly less capabilities then relational databases and had limited supporting tools. But now, it has more robust SQL capabilities and access to all SQL-based applications. Cloudera was the first that introduced commercial support for Hadoop in 2008, followed by MapR and Hortonworks. IBM and EMC have each its own Hadoop distribution. Microsoft and Teradata offer complementary software Hortonworks' platform. Oracle resells and supports Cloudera, while HP, SAP work with multiple Hadoop software providers [16].

Classic business intelligence tools use
relational databases for storage and query execution. In order to use the traditional analysis methods and techniques, there have been many efforts to develop SQL-like languages for big data access, query and manipulation: BigSQL, HiveQL, CassandraQL, JAQL, Sparql, Shark etc., each of them associated with a specific big data platform.

Many users concluded that no type of big data is optimal for all their requirements. Today there are many implementations of hybrid big data architecture, which combine two or more technologies in specialized roles (see Fig.1). For example, combining Hadoop for unstructured data staging with in-memory business intelligence tools for query acceleration, with stream computing for continuous data provision and with massively parallel processing RDBMS for data warehousing and data management [18].

Big Data Connectors are used to combine RDBMS with Hadoop for deeper analysis, using data mining or statistical analysis.

More than that, in order to enable more flexible topologies of Hadoop and non-Hadoop solutions, a standard query virtualization layer can be developed to support a transparent SQL access to any platform [18].

A scan of the list of projects reported as using big data techniques by PoweredBy Hadoop [20], suggests that the big data approach is best suited for business problems that meet one or more of the following criteria [5]:

- Data-restricted throttling
- Computation-restricted throttling
- Large data volumes
- Significant data variety
- Benefits from data parallelization.

The use of big data for fraud prevention has a huge potential as the data generated by the current transactional systems is enormous and current database technologies are unable to process it. All the five criteria listed before are respected, which make fraud prevention a perfect suited application for big data analytics.

The next section will address traditional methods of analysis for the detection of fraud and how these can be exploited in the context of the big

3. Fraud in the health insurance system in Romania

The main issue in fraud detection is the fact that the collections of data are impossible to be processed by a human brain. For instance, a controller could observe that in a short period of time all the inhabitants located on a single street did a set of expensive laboratory tests, say for hormonal disorders, which a medical lab is charging to the health insurance system. This is clearly a fraud as it highly unlikely that a very limited number of persons located on a single street go, in a short period of time, to take such rare and expensive tests.

It is easy to suspect that the doctor who signed the test results probably did not act on his own and that such frauds most probably happened before. The controller might want to analyze not only the activity of the doctor that signed the test results, but also the activity of the persons from his/her social network (colleagues, managers, previous managers and others).

A tool that allows such analysis for the health insurance system does not exist on the current market. During discussions with global leading companies, the Romanian Health Insurance Agency discovered that
such tools exist for the banking industry but nobody adapted them to the health sector.

National Health Insurance System in Romania has been continuously restructured during the last 20 years and the following paragraphs summarize the main legislation relating to these changes, according to the site of the National House of Health Insurance [19].

The Law Social Health Insurance - Law no. 145/1997 was adopted in June 1997. This followed the type Bismarck insurance model with compulsory health insurance based on the principle of solidarity and operating under a decentralized system. It came into force on January 1, 1999. In consequence, from 1 January 1999, Insurance Houses have functioned as autonomous public institutions, led by representatives of the insured and employers through the boards, as well as the National House of Health Insurance (19).

O.U.G.no.150/20.11.2002 on “Organization and functioning of health insurance” repealed law no. 145/1997. This allowed conceptual and structural changes of the health insurance system as a unified system of financing care and promoting health. According to this normative act, social health insurance system in Romania has three major components:

- Insured person;
- Health care providers (doctors, hospitals, pharmacies);
- Health insurance houses (tertiary payer).

Law no. 95/2006 has produced a new health system reform in Romania, imposing more flexibility and dynamism, giving clear responsibilities to ensure both logistics for the coordinated functioning of the health insurance system (by collecting and efficient use of funds), and appropriate means for representing, informing and supporting the interests of the insured.

Fig. 2. Main entities involved Health Insurance System
Basic principles for the organization and functioning of the National House of Health Insurance are:
- Free choice of health insurance house;
- Solidarity and subsidiarity in the collection and use of funds;
- Free choice of family doctor, physician and health unit;
- Mandatory participation to health insurance contribution payment for the formation of National Fund of Health Insurance;
- Participation of insured persons, employers and government to the National Fund of Health Insurance management;
- Provide a package of basic health services, equitably and without discrimination of any insured;
- Transparency health insurance system.

From a financial perspective, the Budget of the National Health Insurance Fund is approved by the Annual State Budget Law and takes into consideration:
- Current requirement of medical activity;
- Amounts representing arrears recorded in hospitals and open circuit pharmacies;
- Financial resources in each county.

In Figure 2, flows which are recording most cases of fraud are marked with red color. The main types of fraud that can be identified in the Romanian insurance health system are mostly similar to other European health systems [5]:
- Unusual high number of invoices for a particular insured person in a short time (3-4 days);
- Use of false identities for claiming false hospitalization, false prescriptions or other false health care services;
- Claiming medical invoices having dates outside the insurance period;
- Excessive number of medical claims in a certain period;
- An excessive number of manual invoices requests whose values are usually lower than the limit of inspection;
- Claims having payable amounts higher than the billed amounts that insurance house will pay.

4. Analysis methods for detecting fraud in health insurance

Insurance fraud can be defined as “knowingly making a fictitious claim, inflating a claim or adding extra items to a claim, or being in any way dishonest with the intention of gaining more than legitimate entitlement” [2].

The current health issuance fraud is about 5% of the health budgets. In Romania alone this amount represents around 250-300 million Euros/year [15]. Most of this fraud would be detectable by clever data analytics. The area of fraud prevention has been traditionally correlated with data mining and text mining. Even before the “big data” phenomena started in 2008, text mining and data mining were used as instruments of fraud detection. However, the limited technological capabilities of the pre-big data technologies made it very difficult for researchers to run fraud detection algorithms on large amounts of data.

Frauds in Health Insurance system can be specific to each country, usually based on gaps or weaknesses of legislation. Models are constantly changing fraud, malicious individuals seeking ever new ways to circumvent the law. Consequently, methods for identifying and preventing fraud must always be adjusted and ready to rediscover the fraudulent actions.

In general we can identify two types of fraud [13]:
1. **Opportunistic fraud**, when a person takes advantage of the deliberate padding or inflating of a legitimate insurance claim. This type of fraud is very common, but the incident is related to a reduced amount.
2. **Professional fraud**, usually done by organized groups of people who may have multiple, false identities. They know very well how to organize the
system and often work together with people within the system. The incidence of these events is lower, but the amount related to an incident is much higher.

The data used for analysis are taken from the database of the National House for Health Insurance and contains all necessary information on the partners involved in events claim payments for medical services.

Specific attributes are used to detect frauds that are usually the same. Thus, in the field of health insurance it can be taken into account: patient demographics (age, gender), details of the medical services provided to the patient, and details of the claim. [11]

The complex nature of the data used in fraud detection has been well described by [1]:

- Volume of both fraud and legal classes will fluctuate independently of each other; therefore class distributions (proportion of illegitimate examples to legitimate examples) will change over time.
- Multiple styles of fraud can happen at around the same time. Each style can have a regular, occasional, seasonal, or once-off temporal characteristic;
- Legal characteristics/behavior can change over time.
- Within the near future after uncovering the current modus operandi of professional fraudsters, these same fraudsters will continually supply new or modified styles of fraud until the detection systems start generating false negatives again.

Techniques used for fraud detection fall into two primary classes: statistical techniques and artificial intelligence.[7] Examples of statistical data analysis techniques are:

a. Data preprocessing techniques for detection, validation, error correction, and filling up of missing or incorrect data.
b. Calculation of various statistical parameters such as averages, quantiles, performance metrics, probability distributions, and so on. For example, the averages may include average length of call, average number of calls per month and average delays in bill payment.
c. Models and probability distributions of various business activities either in terms of various parameters or probability distributions.
d. Computing user profiles.
e. Time-series analysis of time-dependent data.
f. Clustering and classification to find patterns and associations among groups of data.
g. Matching algorithms to detect anomalies in the behavior of transactions or users as compared to previously known models and profiles. Techniques are also needed to eliminate false alarms, estimate risks, and predict future of current transactions or users.

Fraud management is a knowledge-intensive activity. The main AI techniques used for fraud management include [AI]:

a. Data mining to classify, cluster, and segment the data and automatically find associations and rules in the data that may signify interesting patterns, including those related to fraud.
b. Expert systems to encode expertise for detecting fraud in the form of rules.
c. Pattern recognition to detect approximate classes, clusters, or patterns of suspicious behavior either automatically (unsupervised) or to match given inputs.
d. Machine learning techniques to automatically identify characteristics of fraud.
e. Neural networks that can learn suspicious patterns from samples and used later to detect them.
Figure 3 shows the analysis methods depending on the types of fraud and the types of frauders [SAS1]. Data mining techniques can be used for fraud detection for large sets of data from health insurance system. These techniques detect behavior patterns in large data sets, so based on several cases considered fraudulent can calculate the probability that each record be fraudulent.

This data must be available, relevant, adequate and clean. There are two main criticisms of data-mining fraud detection tools: the dearth of publicly available data for analysis and the lack of published well-known methods and techniques that are specifically efficient for this field [8]. One of the most commonly used techniques for detecting fraud is anomaly detection. Anomaly detection algorithms are very simple to set and functions automatically. Some key performance indicators are for an event chosen and then thresholds are set. If a threshold is exceeded, then the event is signaled for further investigation. The effectiveness of this method is influenced by the choice of indicators to be monitored, of the analysis period, and of the threshold value settings.

**Business Rules**

If fraud patterns are known, one can resort to checking every transaction by applying business rules. Based on an aggregate score or exceeding a set threshold, a transaction can be marked as suspicious, and then carefully investigated. Figure 4 presents an example of a business rule used for validation in the claim processing application:

This technique is very simple to apply, once the system was originally set. Its weaknesses are two: setting initial parameters can lead to many false alarms that require further investigation, and the system is flexible to adapt to new methods to defraud the system, new business rules. You can add new business rules only if they meet the new method of fraud.

**Database searching**

For records detected as suspicious further investigation. One approach is the use of the database searching services, which can give investigators a large amount of information from multiple sources. Was the suspicious person involved in illegal
activities? Had he attempted fraud in other areas in the past? Information can be obtained by searching the data to other companies that can help solve the case.

**Predictive modeling**

Predictive modeling is very successful in detecting fraud. By applying data mining tools, fraud propensity scores can be calculated. Then, using predictive models, they can automatically tell the probability that data is fraudulent and it must be subjected to detailed analysis. To preserve accuracy, models must be constantly updated to include new types of illegal events.

**Text mining**

Text mining is a very useful technique as almost 80% of data generated by insurance claiming process have an unstructured form. This technique is very efficient on big data volumes. Meaningful data are extracted and then analyzed by text mining algorithms to reveal abnormal or suspicious behavior of the insured.

**Social network analysis**

Social network analysis is a method recently used in detecting fraud. This method involves several steps:
1. It starts from modeling the relationships between major system information components (entities) as a network;
2. Suspicious components are detected on the basis of shared characteristics and there is defined a set of indicators for tracking them;
3. Suspicious entities are detected by performing simulations;
4. The resulting reports are visualized in order to be interpreted (see Fig. 5).

SAS Company, world leader in business analytics software, included SAS Social Network Analysis palette of tools for fraud detections [14].

![Fig. 5. Social network visualization](image)

Social networks are linked with fraud detection because frauds are performed almost always of networks of persons rather than single individuals. Once an individual has been identified as suspicious, the entire social network linked to him could be analyzed for searching fraud schemes. Most fraud schemes are hidden beyond the huge collections of data. If a controller would know where to look the fraud schemes would be relatively easy revealed as they are pretty simple to identify.

**Conclusions**

Big Data technology and distributed processing power of big data cloud bring fraud detection in insurance to another level. Not long ago, insurance fraud detection was not considered cost-effective because the cost and duration of the investigations were too high, so many
companies prefer to pay claims without investigation. Applying Big Data analysis methods can lead to rapid detection of abnormal claims, and then creates a new set of tests to automatically narrow the segment potentially fraudulent applications or to detect new patterns of fraud, previously unknown.

The article briefly presented the National Health Insurance System and the main types of fraud that are encountered. An analysis of Big Data technology demonstrates its huge potential, but it shows that native tools for data analysis are still immature. The analysis methods applied in the field of health insurance were briefly described, each of them being effective for a particular type of fraud or a particular stage of the fraud detection process. All this leads to the conclusion that the best solution for detecting fraud in the health insurance system is, at present, a hybrid solution, both in terms of technologies and in terms of models of analysis.
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